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Chapter 1

Introduction

These notes provide my personal road to understanding general relativity. There are for-
tunately several excellent text books and lecture notes on the subjects, so I cannot not
claim any originality to my approach. I have done nothing else than combine parts from
these different sources, trying tfo avoid bringing in too many errors. Any errors in the
reasoning or in the text are entirely due to me.

If you want to help improve these Notes, either by correcting errors, changing, adding
material, or answering open questions please contact me on hepnotes@hotmail.com.

For these notes I have made more or less extensive uses of the resources given in the
bibliography. One may notice the absence of some classics such as Hawking & Ellis and
MTW. This is by no means a judgment on the quality of these books.

Stany M. Schrans
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Chapter 2

Special Relativity

2.1 Introduction

Familiarity with special relativity is assumed. This chapter is thus necessarily brief and
serves more as a reminder of concepts and important formulas, and to establish notation.

2.2 Invariant Line Element, Light Cone, Proper Time

The Invariant Line Element of Minkowski spacetime in d dimensions is

d—1
ds® = Nuvdztdz” = —(dz®)? + (dxd)2 (2.1)
i—1

=

In four dimensions this becomes in Cartesian coordinates
ds® = —dt* + da? + dy? + dz? (2.2)

At each point in spacetime we have a lightcone Light Cone defined by the line element

t

lightlike/null

T

spacelike

Figure 2.1: Lightcone and timelike, lightlike and spacelike paths
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We have
d 2
d? <0 = —> <1 :v<c :Timelike
d 2
ds® =0 d% —1 :v=c : Lightlikeor Null
2 da? .
ds*>0 = e >1 :v>c :Spacelike (2.3)

The worldline of a massive particle is in the light-cone with v < ¢. A massless particles
moves on the boundary of the lightcone with v = ¢. No particles can move outside the
lightcone.

The Proper Time is defined as

dr? = —ds? (2.4)

and is thus positive for massive particles and zero for massless particles. The proper fime
measures the time elapsed between two events as seen by an observer moving on a straight
path with constant velocity between the events. For fimelike paths we can integrate this
as

dah dz”
AT:/ _”“”di;%w (2.5)

where X parametrises the path.

In 3d space the shortest distance between two points is the straight line; in spacetime
the straight trajectory has the longest proper time.

2.3 Lorentz Transformations and the Poincaré Group

The line element ds? is invariant under a Lorentz transformation transformations z# —
x'* = Az with A satisfying

A'mA =17 (2.6)

Thus A € O(1,d — 1), called the Lorentz Group. In order fo ensure that the Lorentz
transformations are connected to the identity we require det A = 1 which implies A €
SO(1,d — 1). But fime reversal and parity transformations have unit determinant and are
not connected to the identity. In order to avoid these, we also impose A8 > 1 which then
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leads to the Proper Orthochronous Lorentz Group A € SO(1,d — 1)T. We will often just
call this the Lorentz group.

The dimension of the Lorentz group is n(n — 1)/2 so in four dimensions the Lorentz
group is six dimensional. In four dimensions a basis of the generators of the Lorentz group
consists of Spacetime Rotations and Lorentz Boosts. The spacetime rotations are the
usual SO(3) rotations in R3. E.g. a rotation in the z-y plane is given by

1 0 0 0
0 cosf sinf O

A= 0 —sinf cosf 0 @.7)
0 0 0 1

A Lorentz boost is a transformation that rotates space and time. E.g. a boost in the x
direction is given by

cosh¢p —sinh¢

0
—sinh¢ cosh¢g O
1
0

A= (2.8)

0 0
0 0

The line element ds? is also invariant under spacetime translations z# — a'* = z# + a*.
These form four copies of the Abelian group Ty. The full symmetry group of Minkowski
space is thus the semi-direct product SO(1,d — 1) ® Ty and is called the Poincaré Group.

2.4 Energy and Momentum

The velocity four vector of a massive particle is defined as

B dz*

Ut = = 2.9
dr (29)

where 7 is the proper time, and satisfies
U? =, UrU* = 1 (2.10)

The momentum four vector is then

pt = mUH (2.11)
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and satisfies the dispersion relation

p? = —m? (2.12)

The energy-momentum Tensor THY is the Noether current of the spacetime frans-
lations. It is the flux of the four momentum p* across a surface of constant x* and its
component have the following interpretation

7% : energy density

7% : momentum density

T" : pressure
T#5  : shear (2.13)

In cosmology one offen uses the example of an energy-momentum fensor describing a
Perfect Fluid

™" = (p+p)U*UY + pn*” (2.14)

where p is the energy density and p the pressure in the rest frame. Different equations of
states, i.e. relations between p and p give different types of perfect fluids

Dust or Matter

W= @

p
p I : Radiation or Isotropic Photon Gas
p

—p : Vacuum Energy or Cosmological Constant (2.15)

The dust just consists of collision-less non-relativistic particles. Radiation consists of pho-
tons or ultra relativistic particles with negligible contribution to their energy from their
mass. The factor follows from the fracelessness of the energy-momentum fensor of the
Maxwell field. The vacuum case just gives a non-vanishing cosmological constant as we will
see when we discuss the Einstein field equations.

The conservation of energy-momentum 9,7 = 0 for a perfect fluid in the the non-
relativistic limit gives the energy density continuity equation

h+V-(pv)=0 (2.16)
and the Euler equation

plOww + (v-V)v] = —=Vp (2.17)



Chapter 3

Generalities:
the Equivalence Principle,
the Metric and Causality

3.1 Equivalence Principles

The Weak Equivalence Principle has three different formulation

1. The inertial and gravitational mass of an object is the same. This leads to the famous
statement that all objects fall with the same speed in vacuum.

2. There exists a preferred class of trajectories in spacetime, so-called Inertial Tra-
Jectories, on which unaccelerated particles travel. Here we define Unaccelerated
Particles as particles subject to gravity only, and not to any other force.

3. In asmall enough regions of spacetime the motion of freely falling particles in a gravi-
tational field cannot be distinguished from particles undergoing constant acceleration

The Einstein Equivalence Principle says that in small enough regions of spacetime the
laws of physics reduce to the laws of special relativity. This means that it is impossible to
detect the presence of a gravitational field by a local experiment.

The Strong Equivalence Principle encompasses both the weak and the Einstein equiv-
alence principle.

From the weak equivalence principle we deduce that gravity is actually not really a
force, at least not in the traditional way.
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3.2 The Metric

Mathematically speaking the metric is a two-form, i.e. a (0,2) tensor. Recall that a differ-
ential form is a linear function from the fangent space T, M at a point p of a manifold M
to the real numbers R. A two-form thus depends on two vectors and gives a humber:

gV, W) = g, VFW*# (3.1)

Physically speaking the metric g,,, is the generalisation of the Minkowski metric 7, o
a general smooth manifold.

ds® = guvdztdx” (3.2)

Here the metric depends in general on the point of the manifold. The line element is
invariant under general coordinate transformations, also called Diffeomorphisms x# — '~
The metric then fransforms as a (0, 2) tensor

oxP 0x°
Q;W(ffl) = ngpa(m) (3.3)

One way to characterise metrics is by the sign of their Eigenvalues. If all Eigenvalues are
positive then the metric and by extension the manifold is called Euclidean or Riemannian. If
all Eigenvalues are positive except one that is negative then the metric and the manifold are
called Lorentzian or Pseudo-Riemannian. If the meftric has several positive and negative
manifolds then we say the metric is indefinite. We do not consider the degenerate case of
zero Eigenvalues.

For a general manifold the metric cannot be transformed into a flat metric by a coor-
dinate transformation. However it is always possible fo go to Local Inertial Coordinates
in a Local Lorentz Frame where the metric is locally flat and its first derivatives disappear.
I.e. at a point p we have

0
9 (@) b Ny and wgiw(fﬁl) o 0 (3.4)

It is not possible to set all second order and higher derivatives to zero. For example the
second derivatives have, in four dimensions, 100 components, but only 80 of them can be
fixed. The remaining 20 cannot be fixed and these are, not coincidentally, the number of
components of the curvature tensor as we will see.
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3.3 Causality

Here we consider the inifial value problem: given initial conditions in some sub-manifold can
we fully deftermine the state of the system at a later tfime. The key definition is that of a
Cauchy surface, but before we get there we need to define a few other concepts

Causal Curve: this is a worldline taken by a particle that is either timelike or lightlike,
i.e. the path taken by a massive or a massless particle.

Causal Future JT(S): Given a subset S of a manifold the causal future of S is the
set of points that can be reached by the causal curves starting in S.

Chronological Curve: this is a worldline taken by a particle that is tfimelike, i.e. the
past taken by a massive particle.

Chronological Future I1(S): Given a subset S of a manifold the causal future of S
is the set of points that can be reached by the chronal curves starting in S.

There are similar definitions for causal past J~(.S) and chronological past I~(S).

If in a subset S of a manifold M no two points are connected by a timelike curve,
then S is called Achronal. As an example consider a two-dimensional Lorentzian
manifold with a straight line L : t = ¢'. The future lightcone of each point on the line
L points towards the future and no point on L can be reached from any other point
on the line. Thus, L is an achronal subset. More generally, any edgeless spacelike
surface in Minkowski spacetime is achronal.

X

Figure 3.1: Achronal line in Two dimensions. None of the points on the line L can
be reached via a timelike path from any other point on L.

Given a closed achronal set S the Future Domain of Dependence of S, denoted
by Dt (S) is the set of all points p of the manifold such that every past-moving
inextendible causal curve through p must intersect S. Inextendible means that the
curve goes on forever, i.e. does not stop in a fixed point. By definition points in S
are also in its future domain of dependence D (S). We can similarly define a past
domain of dependence D~ (S) of an achronal set S.
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The Future Cauchy Horizon H () is defined as the boundary of the future domain
of dependence, H*(s) = dD*(S), and likewise for the past Cauchy surface. The
Cauchy surfaces are null surfaces, i.e. point on them are lightlike, and they divide the
manifold info points that are in the domain of dependence of S and in points outside
of it. Thus, if the manifold has a Cauchy horizon for S, then there are points in the
manifold that cannot be reached via a timelike worldline from S.

HH(S) by

R

H™(5) \/D(S)

Figure 3.2: Causal structure. S is a subset of an achronal surface . The future
domain of dependence DT (S) comprises all future points that are linked by a
fimelike path to S and its boundary is the future Cauchy horizon H*(s) = dD*(5).

These definitions just formalise our intuitive understanding of the initial value problem.
An achronal surface is a slice of spacetime where all points are independent of one another,
in the sense that the state of any one point of that surface is not determined by the state
of a different point of that surface in the past. From such an achronal surface we can
derive the part of spacetime that is determine from all its points, i.e. the domain of future
dependence. What we now want is To define a surface so that we can use it as an initial
condition for determining the future dependence of the entire manifold.

A Cauchy Surface X is a closed achronal surface whose domain of dependence
D(X) is the entire manifold.

Thus from the initial values on the Cauchy surface, we can determine what happens
throughout the entire manifold. Note that as a Cauchy surface is achronal, i.e. ho single
point can be linked by a timelike path to another point on the surface, giving initial values
on the Cauchy surface, will not lead to a contradiction in the sense that a spacetime point
on the Cauchy surface as evolved from another point on that surface, could be different
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than its initial value given. There is however no guarantee that a manifold has a Cauchy
surface, i.e. that there is a well defined initial value problem.

A spacetime that has a Cauchy surface is called Globally Hyperbolic .

Any set ¥ that is closed, achronal and has no edge is called a Partial Cauchy Surface.
Not ever partial Cauchy surface is a Cauchy surface. This can be due to a reason of its own
— such as that not the entire manifold evolves from ¥ — or from reasons due to specific
structure of the manifold.

Note that in Newtonian physics times moves forward absolutely. In special relativity
time is relative but it moves forward as well. Particles cannot move outside their lightcone
and as Minkowski space is flat this means that a particle cannot return to its point. This is
not the case in general relativity. It is possible that the worldline of a massive particles get
bent so much that the particle returns to it spacetime original point. These are the Closed
Timelike Curves.. A couple of examples will clarify all this.

e Consider the manifold R x S with metric
ds® = —cos \dt? — 2sin A dz dt + \ dz?, A=cot !t (3.5)
The null lines ds? = 0 are given by
v? — (2/thu—1=0 (3.6)
where v = dx/dt. Thus they are
v=(1+Vt2+1)/t (3.7)

Hence for t = +o00 these are v = £1 but for t = 0 they are v = 0 and v = +00. So
the lightcone at t = 0 is rotated 90° compared to far past and future times. With
time evolves from the far past, the light cones get rotated and eventually allow a
worldline at constant time. As x is periodic the worldline can return to itself, leading
to a closed fimelike curve. This is illustrated in figure 3.3.
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> v

N

\
7

X

Figure 3.3: Closed timelike curves of (3.5). As t evolves, the light cones get rotated
and eventually allow a worldline at constant time. As x is periodic the worldline can
return to itself.

If we had specified a surface ¥ to the past of that point, then none of the points
in The region of the closed timelike curves can be obtained from starting in X and
are hence in its domain of dependence DT (X) since the closed fimelike curves don’t
intfersect . There is thus a Cauchy horizon at t = 0, and it thus seems that this
spacetime does not have a well defined initial value problem.

e Another example is the occurrence of a Singularity in spacetfime. Typically these
are points with infinite curvature. They are at a finite distance from other points of
the manifold, but are not part of it. Some points in the future of the singularity will
have a worldline fracking back to the singularity. Hence these points cannot be in
the domain of dependence of a hypersurface in the past of the singularity. This also
leads to a Cauchy horizon.



Chapter 4

Connection and Curvature

4.1 Connection

The partial derivative of a tensor 9, V# does not transform as a tensor, i.e. it is coordinate
dependent. We look for an alternative, the Covariant Derivative V V" that transforms
as a tensor and is hence independent of the choice of coordinates. We also require the
covariant derivative To be linear and satisfy the Leibniz rule. This can be obtained by adding
a linear correction to the partial derivative

YV VY =09, VY + T,V (4.1)
Requiring that hat both sides transform as a (1, 1) fensor gives the transformation law for
the Connection FZ/\

Y v 0x° OxP Ox . 0x° Oxf O
Iy, — (1)

= 4.2
HA Qg 9! Qxk T P Ot Qa! Do OxP (4.2)

which does not transform as a tensor, as it should, due fo the second term.

Similarly for a one form we can write V,w, = 0, +f‘i‘WwA. As scalars have no direction
on the manifold (i.e. no components that depend on the coordinate system) it makes sense
to require that the covariant derivate on scalars reduces to the partial derivative. Then,
requiring this on the product of a vector and a one form , we find that f‘l’),j = —Fﬁu and
the covariant derivative on a one-form becomes

Vuwy = Opwy — I’f‘wc@\ (4.3)

There is a certain freedom on choosing the connection on a manifold. However the
difference between any two choices of connection is a tensor, as the guilty term in (4.2)

11



12 Connection and Curvature

does not depend on the choice of connection. This implies that any connection can be
obtained from a "standard" connection plus a tensor.

From (4.2) we also see that if Ff;l, and Fﬁu transform in the same way and are hence
both connections. Their difference is thus a tensor, the Torsion Tensor

Ti\w = F:\w - Fl)/\p, (44)

We now impose to additional conditions on the connection
1. The connection is Torsion Free, i.e. symmetric: Fﬁy = Fﬁﬂ
2. The connection is Metric Compatible: V,g,, = 0.

These requirements lead to a unique expression for the connection

1
-9°° (augup + Oy Gup — 8og;w) (4.5)

7, =

This connection is known as the Christoffel or Levi-Civita Connection, sometimes as the
Riemannian Connection. This is the only connection we will work with, and hence we will
just call it the connection as if there is nho other one.

The metric compatibility condition is equivalent to the statement that the line element
remains constant when we parallel tfransport it along any curve as we will see in (4.13).

As a reminder, one does not have to go to a curved manifold to have non-zero con-
hections. Indeed curvilinear coordinates in flat space also results in non-zero connections.
Take for example polar coordinates in R? with metric ds? = dr? + sin® #d#?. one easily finds
that the following connections are not zero: 'y, = —r and I'%y =T = 1/r.

In local inertial coordinates where the metric and its first derivative is locally zero, i.e.
at one point, the connection is zero

I, =0  inalocal Lorentz frame (4.6)

The contfracted connection satisfies

1
It = —— 0\ (4.7)
B /Tg‘ A |g|

from which it follows that
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V,VE = \/%au (\/@w> (4.8)

This in turn implies a useful form of Stokes theorem

/dd:c \g|VHV“:/ d 1z /|y VH (4.9)
O ox

where n,, is the normal to the boundary 9% and «;; is the induced metric on 9%.

4.2 Parallel Transport and Geodesics

Heuristically Parallel Transport is the moving of a vector from one point tfo another whilst
keeping it constant. This is straightforward in flat space but on a curved manifold the
parallel transport depends on the path between both points. Indeed, vectors live on the
tangent space of a point and so it depends on how you reach that point.

This means that there is no unique way tfo compare vectors at different points. Thus
the concept of relative velocity between two points does not make sense in GR. As an
example the redshift of galaxies does strictly not mean that they are receding. What it
means is that the metric between here and the galaxy has changed and the wavelength of
the photon reaching us has shiffed. It is of course tempting to think that the galaxies are
receding.

Before we define parallel transport we need the concept of Directional Covariant
Derivative along a path z(\)

D dxt
—=— 4.10
dA ax " ( )
We then define parallel transport of a fensor along a path z(\) as the requirement that
D >H1"'Mk dx°
—T = ——V, ek L =0 (4.11)
(d)\ B ax °’ vimve
This is the Equation of Parallel Transport. For vectors it reduces to
d dx’
—YHLTHE VP = 412
VT (4.12)
Because of metric compatibility, the metric is always parallel fransported
D dx®
ﬁg’mj = KVUQ#V =0 (413)



14 Connection and Curvature

It follows that if Two vectors are parallel fransported, so is their inner product W -V =
guwWHVH and thus also orthogonality of vectors. And vice versa: preserving the inner
product during parallel fransport along any curve implies metric compatibility

0= Vo(guv'v”) = (Vegu)vhv” (4.14)

as for parallel tfransport V, v = 0.

4.3 The Geodesic Equation

A geodesic is the analog of a straight line in flat space to a curved manifold. There are two
ways to generalise the straight line fo a general manifold. A geodesic

1. is the path that parallel tfransports its own tangent vector, or
2. is tThe path that extremises its proper time.

Recall that in Minkowski space the proper time is maximal for a straight line, hence the
second definition.

The first definition gives a straightforward equation for the geodesic. The fangent vector
to a path z#(A) is dz#/dX\ so we require D/DA(dx*/d)\) = 0 or the Geodesic Equation

d2zH " dzP dx°

— = =0 415
Dz N D (415)

For the second definition, we have to maximise the proper time (2.5)

dx* dxv

AT = —Quy———— 4.16

T / I 0 dA (4.16)

The way fo do this is to write this as 67 = [&(v/=f)dA\— = =% [(—=f)~Y25fd) and

then notice that if we choose for A a specific parameter, the proper time itself, the f =
9w UFUY = —1 and so we need to find the extremum of

dx* dx¥
I = y———d 4.17
/gu dr dr T ( )

We now vary ot — x# + dz# and g, — g + (009w )02 and a bit of algebra then gives
the equation

R

dr2 + 59‘0\ (809)\p + 6pg)\a - 8/\gpa)

dr dr

=0 (4.18)
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This is equivalent To the first definition provided the connection is the Christoffel connection,
i.e. provided we have metric compatibility. This motivates that restriction.

Note that using the variational principle on (4.17) is a convenient way to calculate the
connections as there is no point in having to work out in detail all the connections that are
zero.

4.4 Properties of Geodesics

1. Geodesics describe the paths of unaccelerated Test Particles, i.e. particles that
do not influence the geometry of spacetime. Whilst this is never true, this is often
a very good approximation. One can also add forces, e.g. the Lorentz force for
electromagnetism can be represented as

A2zt " dxzP ﬁ

az™ p dz”
dr? P7 dr dr

9
m  Vdr

(4.19)

2. The geodesic equation (4.15) contains the arbitrary parameter X\, whilst (4.18) used
the proper tfime 7. A transformation of the proper fime

T—=AN=ar+5b (4.20)

leaves (4.18) invariant. Any parameter \ related in such a way to the proper fime 7 is
called an Affine Parameter and can be used as a proper fime for the geodesic. The
geodesic equation (4.15) seems fo have a more general parameter X, but that is not
really the case. Requiring the fangent vector to be parallel fransported constrains the
parametrisation of the curve: the initial conditions of the parallel tfransport not only
determine the geodesic, but also, up to an affine fransformation, the parametrisation
of the path. One can use a more general parametrisation, but then the geodesic
equation will be more complicated.

3. For a timelike particle, we can rewrite the geodesic equation using the velocity U* =
dz* /dT or momentum pt = mU*" as

UrV, U =pH'V,up” =0 (4.21)

This shows that free falling test particles keep moving in the direction of their mo-
mentum.

4. For a null path the proper fime does not exist, but we can always use a parameter A,
e.g. such that p* = dx#/d\ is the momentum of the massless particle. An observer
with velocity U* will then measure the energy of the particle to be
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E = —p,U" (4.22)

In order to show this, first go to the rest frame of the observer so that U* =
(1,0,0,0) and then take locally inertial coordinates g,,, = n,.,. As E is a scalar under
coordinate transformation, this results holds in any frame.

. Because parallel transport preserves the inner product and ds? is an inner product, a

timelike geodesic will always remain timelike and similarly for a lightlike or spacelike
geodesic.

. Let us explain the observation that timelike geodesics are maxima for the proper

time. Any tfimelike geodesic can be approximated by "jagged" lightlike curves. Indeed
at a given point of the geodesic, just take a lightlike curve, i.e. on the boundary of
the lightcone. At the next spacetime point take again a lightlike curve that goes back
to the original path. This is illustrated in fig. 4.1.

b
>

Figure 4.1: Approximating a fimelike by a lightlike path

We can clearly approximate the timelike curve by a lightlike curve to any accuracy
desired. So timelike curves cannot be curves of minimum proper time as they can be
approximated by curves with less, in fact zero, proper time. Thus timelike geodesics
are necessarily curves of maximum proper time.

. The geodesic equation can be derived in heuristic way from classical mechanics using

Einstein's Equivalence principle, that in a small enough region the laws of special
relativity are valid. In order to make them valid we just have to write these equations
in tensorial form. In classical mechanics a particle in free fall satisfies d?x#/d\? = 0
where A parametrises the path. To make this a tensorial equation we use Leibniz and
then change the partial by a covariant derivative

- >zt dz¥ o dxt dx” _ dzt d? u dxf dxz°

0= =0, 0=y, 4 _ da” dz”
DT AN an ax VAN T e TN
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which gives the geodesic equation.

4.5 Riemann Normal Coordinates

Using geodesics we can now construct explicitly a set of local inertial coordinates. We will
construct these using the Exponential Map, which is a map from the tangent space T,,M
of a point of a manifold To a region of the manifold that contains the point p.

In order to do this consider a vector k € T},M. We want to solve the geodesic equation
with the initial conditions

dzt(N)
H = d =
() A=0 p an dA ‘,\zo

The geodesic is a second order differential equation and so these initial conditions determine
a unigue geodesic through p. We now define a specific point on that geodesic, the point
where X\ = 1 and define the Exponential Map as

k (4.23)

exp, (k) = x“()\)’/\zl (4.24)

It is a map from the Tangent space T),M at the point p fo a point of the manifold, exp,, :
T,M — M. In words, it takes a fangent vector, uses that as initial condition for a geodesic
and then takes a point on the geodesic with A = 1.

This exponential map is not always invertible. Indeed different tangent vectors will give
different geodesics that may eventually cross, making the map non-invertible. Obviously
the range of the map is not necessarily the who manifold as from a given point of the
manifold there is no reason that you should be able to go to all the other points of the
manifold via a geodesic. Also the domain of the map is not necessarily the whole tangent
space because a geodesic may reach a singularity of the manifold - some kind of edge
— and we cannot take the geodesic at A = 1. Manifolds with such singularities are called
Geodesically Incomplete.

Using the exponential map we can now build locally inertial coordinates. We take a basis
of the tangent space T),M and make it orthonormal under the metric g(-,-). I.e. the basis
e(,) safisfies

9o = 9(€(n), €(v)) = Mo (4.25)
Let us now find a coordinate system z# at the point p so that the basis of the tangent space

at that point is the coordinate basis e(;) = 9;; and the partial derivatives of gz vanish.

This is achieved by the exponential map. Any point g close enough to p is linked by a
geodesic from p and a unique parameftrisation such that at p we have A = 0 and at g we
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have A = 1. The tangent vector k* at p for this geodesics can be expanded in terms of the
basis k = k'e(;). We now define the coordinates z# to be the components z#(q) = k*.

In words, we define the coordinates of a nearby point ¢ to be the components (in the
normalised basis {e(ﬂ)}) of the the tangent vector kf that gets mapped by the exponential
map to q.

These coordinates are called Riemann Normal Coordinates and are locally inertial
coordinates, Indeed, we already know from (4.25) that the metric is the flat metric, all we
heed to show is that the partial derivative of the metric vanishes.

In order to do so, first note that if exp,(k) = m“()\){/\zl then z# is equally well a
geodesic map for the tangent vector Ak*. So a curve of the form z* = Ak is also a
solution of the geodesic equation. In fact, every geodesic through p is of that form for
some k. But as k* is independent of A we have

A2z

As z satisfies the geodesic equation in p this implies that

A2z i dxP @

=-I% — 4.27
d\? lp P dN dA ( )

_ i 1.p1.6
= —Fﬁ&k”k

p p

Since this holds for arbitrary k& we find that F;}&|p = 0. All that remains to be done is use
the metric compatibility

(4.28)

0= Vsgus ) 99w

p

as the connections are zero at p. Hence the partial derivative of the meftric evaluated at the
point p vanishes and the Riemann normal coordinates are indeed locally inertial coordinates.

Given a set of coordinates z# with connections I'j,, one go to Riemann normal coordi-
nates at the point P with coordinates z/ by the coordinate transformation

oyt
y'(z) = B

[(wﬂ —at) + STl (o — ) —a?) +o((w—z))|  (429)

T x

4.6 About the Conservation of Energy in General Relativity

Somewhat surprisingly, maybe, energy is hot conserved in general relativity. A Toy model
will show this. Consider four dimensional Lorentzian spacetime with flat but expanding
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space, i.e with meftric

ds® = —dt® + a2(t)5ijd$id:cj (4.30)
The energy-momentum tensor (2.14) in a curved manifold is

T = (p+ p)U*U" + pgh” (4.31)

The energy is given by the space integral of the 00 component
E = /pa?’dgx (4.32)

where the boundaries of the integration are at fixed co-moving coordinates, so the region
expands with the coordinates and the a® = \/— det guv- This humber is not conserved for
general a. We can check this for the three equations of state in (2.15).

1. Dust: p x a3 = Equst X fd3:n = constant. Dust is essentially matter; the number
of particles remains constant and the energy is essentially the rest mass of the
particles. It should remain constant.

2. Radiation: p < a™® = FEragiation x [ a~'d3z o< a~!. The energy is not constant, but
is inversely proportional to the the expansion coefficient. This is also to be expected
as in an expanding universe the wavelength of radiation changes which gives an extra
factor of a~! compared to matter.

3. Vacuum: p = constant = Eyqcuum [ a®d3z o< a®. The vacuum is a constant energy
density and so it grows as space expands.

Two comments are in order. First the non-conservation of energy does mot invali-
date Noether’s theorem. Symmetry under spacetime translations still implies a conserved
current V,TH” = 0. Second, the non-conservation of energy clearly follows because the
space background changes with tfime. There is thus a priori no reason to assume energy
would be conserved. Mathematically this is a consequence of the fact that there is no
timelike Killing vector, as we will see later.

4,7 Curvature

Curvature can be measured in different ways. One way expresses how a vector, when
parallel transported around a closed loop does not revert to itself. We will express this with
the commutator of covariant derivatives. On a vector we have

[V, Vi VP =R, VT —T,,V,V? (4.33)

where the Riemann Tensor is defined by
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Ry = Oul0g = 015 + Ffw\rl//\p - Fﬁx\rl);p (4.34)

and the Torsion Tensor

A A A
T wr — F,uu - Fu,u (435)
which, clearly vanishes in torsion free theories. Some points to note :
1. Both the Riemann tensor and the torsion tensors are actually tensors.

2. We defined these for a generic connection, but they are, of course, equally valued
for Christoffel connections. This is the only case we will consider henceforth.

3. This definition can be easily extended to general tensors

o A
[va VO_]XHI #kul--w = _T pav)\Xﬂl lel---l/e
1 AU2- g L. M M1l —1A
+ R /\an vivg + + R )\an ViV
_pA IR . R R
R I/1pO'X Avg-+lp R VkPUX [ZER 7R P

(4.36)

4. The tforsion and curvature can also be expressed as vector fields. Denote by X(M)
the vector fields over the manifolds M. The torsion is then a map of X(M)®X(M) —
X:

T(X,Y)=VxY —VyX —[X,Y] (4.37)

where Vx = X#V , is the covariant derivative along the vector field X. Note that in
components this becomes

[T(X,Y)|F0, = X'V, Y0, — Y*V,X"D, — (X"9,Y" 0, — Y ,X")  (4.38)

with the covariant and partial derivatives acting on everything to their right. We then
set [T'(X,Y)]* = T“/\pX’\Y/’ and one recovers the earlier definition of the torsion.
Similarly the curvature is a map X(M) @ X(M) @ X(M) — X:

R(X,Y,Z2)=VxVyZ —VyVxZ - Vxy|Z (4.39)
In components we would get [R(X,Y, Z)|* = R“pm\XpY"Z’\.

5. If there exists a coordinate system in a simply connected region of a manifold where
the metric is constant, then the Riemann tensor will vanish in that region and vice
versa.
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6. Properties of the curvature tensor

Rpopw = goa R (4.40)
(a) Symmetry properties
Rpoul/ = - Ro’puu
Rpa/u/ = - Rpo’uy,

Rpo‘;u/ = + R“ypa-
Rpopw + Rppwo + Rpvop =0
RP[UMV] =0 (4.41)

As a result the curvature tensor has
1
ﬁd2(d2 —1) independent components (4.42)

Note that in one dimension there is no curvature tensor. This means that a line
cannot have a curvature. This also mean that a torus, which is topologically
equivalent to S' x S* has no curvature. In 2,3 and 4 dimensions there are 1,6,
and 20 independent components respectively.

(b) Bianchi Identity

V[)\R =0 (4.43)

poluv
This is related the the Jacobi identity of the covariant derivatives.

7. The Ricci Tensor is the symmetric tensor defined by

Ry =R, (4.44)
8. The Ricci Scalar or Curvature is defined as

R =g¢""R,, (4.45)

9. The Weyl Tensor or Conformal Tensor is defined by
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2 2
CPUHV = RPUMV - ﬁ (gp[uRV}a - ga[uRy}p) + mg;}[ugu}aR (4-46)

and is only defined in three or more dimensions. In three dimensions it vanishes
identically. It has the following properties
(a) Symmetry properties

Coopw =C

porlluv]
Cpa;w = Luvpo
Cp[alw} =0 (4.47)

(b) Itis invariant under Conformal Transformations g, (z) — w?(z)gu ().

10. The Einstein Tensor is defined as
1
G,uy = R/U/ — §RQMV (448)

and satisfies

VAGy = 0 (4.49)

11. Finally, we menftion the Kretschmann Invariant which is quadratic in the curvature
and is defined as

K = R*" Ry pe (4.50)

4.8 Geodesic Deviation

Consider a set of geodesics 75(t) on a manifold M. Here t is the affine parameter of a
given geodesic and s € R is a parameter describing the different geodesics. Together these
parameters describe a surface of points z#(s,t) on M. They provide a coordinate system
for that surface provided the geodesics do not cross.

We can now define Two vector fields. The vector field tangent to the geodesics T* and
the deviation vectors S*

Ozt

oxH
e =
ot

and St = e (4.51)
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Thinking that S* is pointing from one geodesic to another, we can introduce a relative
velocity and relative acceleration of geodesics

VE = (VS =T°V,S*  and  AF = (VpV)F =TV, VH (4.52)

S and T are just basis vectors in a coordinate system, so [S,7] = 0. Using [S,T|* =
SYo,TH — TY9,S* this implies that S*V,T* = T"V,S*. Using this it follows after some
algebra that we can write the acceleration as

D2SH >
A = e = R“VPUT”T”S (4.53)
This is The Geodesic Deviation Equation. It says that the relative acceleration between
two geodesics, i.e. how they move apart, is proportional with the curvature tensor. The
physical interpretation is to consider several adjacent geodesics, e.g. from a beam of
photon of particles, and see how the gravitational forces affect that bundle.
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Chapter 5

Symmetries

5.1 The Killing Equations and Killing Vectors

In order to find the solution for a metric on a generic manifold, it is, as always, useful
to know its symmetries. The symmetries of a metric are known as Isometries and they
follow from the Killing equations

VK, +V, K, =0 (5.1)

where the vector fields K are known as the Killing Vectors. The Killing equation implies
that K, p" is conserved along geodesics

puvu(Kp,pu) =0 (5.2)

We can rewrite the Killing equations (5.1) as

9ucOu K% + 960, K° + (059, )K° =0 (5.3)

which is often the most convenient way to calculate the Killing vectors.

Let us consider two examples

1. Assume the meftric is independent of one specific component, say component z",
where  is a fixed, specific index. So 0,g,,, = 0 for all u and v. Let is see what this
means for a timelike geodesic. Take the form (4.21), ie. p"V,p” = 0. Use metric
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compatibility to write this as p*V,p, = 0 and write it out

0 =p"dupy — P'T),ox

dxt 1 5,
= m?a,upu - 59)\ (8ugau + al/gO'/J, - 8ag;w)p'up)\
d 1
=m d]:ij - 5(8,&901/ + au.gcru - aaguu)pupo
dp 1
=m d: - §(al/gou)pupa (5.4)
Now set v = x and use that 0.g,, = 0 to find that p, is conserved:
dps
— =0 55
dr (5.5)

The conserved vector K,pt = KFp, thus has K* = 4} and the Killing vector is
K"9, = 0. We can write the conservation law (5.2) as

0 :pyvu(Kupu) = p'/vy(agp#) =p"V.upk (5.6)

which we just showed does indeed corresponds to p, being conserved. Let us now
show that the Killing equation is satisfied. We rewrite the conservation equation as

0 :pyv,,(K‘up,u) = pVK'uVVpM —l-pypuv,jK“ = pyp‘uv,/Ku (5.7)

We have used the geodesic equation p#V,p” = 0 and the metric compatibility con-
dition. Symmeftrising we find that indeed V, K,y = 0.

From this we find that if a metric is independent of the time coordinate then K; = 0,
is a Killing vector, and if the meftric has cylindrical symmetry, i.e. is independent of
¢ then Ky = 0, is a Killing vectors. These are, of course, related to energy and
angular momentum as we will soon see.

. Consider R? with metric ds? = §;;dz'dz? = da* + dy* + dz%. Clearly the metric is
invariant under translations x; — x; + dx;. The corresponding vector fields are the
generators of translations 0/0z;, and so we already have three Killing vectors

X*=(1,0,0; Y*=(0,1,0) and  Z"=(0,0,1) (5.8)

In order to find the other Killing vectors we rewrite the metric in spherical coordinates
ds? = dr? +1r2df? + 12 sin? 6d¢>. This metric is independent of ¢ and so ¢ — ¢+ ¢ is
an isometry. This is a rotation around the z-axis and the corresponding vector field
is R = —y0, +x0,. By symmetry we have similar Killing vectors for rotations around
the y an x axis and so we have three Killing vectors

RF = (—y,x,0); St = (2,0,—x) and T" = (0,2, —x) (5.9)
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Let us check that these satisfy the Killing equations. The manifold is flat so the
connections are zero and the Killing equations are simply 9;K; + 0;K; = 0. Clearly
XK, YH and Z# satisfy this as they are independent of the coordinates. Let check
this for the remaining Killing vectors it suffices to do one of them by symmetry

Or Ry + 0 Ry = 20,(—y) =0
Oz Ry + OyRy = 0yx + 0y(—y) =0
OyR. + 0.Ry = 0,0 + 0, = 0 (5.10)

We have thus six Killing vectors and recovered the symmetry group of R3, i.e. SO(3)x
T5.

5.1 Properties of Killing Vectors

1. Killing vectors are in one-to-one correspondence with symmetries of the meftric, i.e.
with isometries, and imply conserved quantities along geodesics.

2. The Killing equation can be generalised to tensors and this again leads to conserved
quantities

v(#Klllmuf) =0 = p#vu (KV1--~I/€pV1 o 'pw) =0 (511)

3. Killing vectors can be related to the curvature.!

For illustration purposes, we prove the first equation here. From the definition of the curva-
fure [V,,V,]K? = R"/\p#KA we get by contracting with g,, and using metric compatibility, the
symmetry properties of the curvature tensor

[V, VulKo = Roxpu K = —Rygpp K* = =R K

apr

Using the Killing equation we rewrite this as

V,V.Ks+V, VoK, =R’ K

oputtv

We now rewrite this two more times with different indices

V. VoK, +V,V,K, = - R, K,
VoV,Ku+V,V,Ky=—R, K

poptiv

Now take (1) + (2) — (3) and use the one but last equation in (4.41)

2V, VoK, =—(R",,, + R0 — R ;s ) K, = 2R" ,, , K\, = 2R 51, K

Raising the index p gives the desired result.
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5.2

V.VoK’ =R, K"
V. VoK* =Ry, K"
K'V,R=0 (5.12)

The last equation tells us that the directional derivative of the curvature along a Killing

vector vanishes, and thus that the geometry of the manifold is unchanged along such
a vector field.

The existence of a timelike Killing vector allows us to define a conserved energy for
the entire spacetime. If K, is a Killing vector and TH" is the energy-momentum
tensor, then J% = K, T is automatically conserved. Now, if K, is timelike then we
can integrate over a spacelike hypersurface X to define a total energy

ET:/J;nu\ﬁdd_lx (5.13)
%

where ~;; is the induced metric on 3 and n” is the normal to X. It is possible fo
show that Ep is independent of the hypersurface and hence conserved.

Maximally Symmetric Spaces

The "flattest” space in d dimensions is Euclidean or Minkowski, depending on the signature.
This space has d translation symmetries and %d(d — 1) rotation and/or boost symmetries
for a total of %d(d~|— 1) symmetries, i.e. Killing vectors. This is the maximal number of Killing
vectors and hence symmetries any manifold can have. A space with this maximum number
of Killing vectors is called a Maximally Symmetric Space.

We can think of the 1d(d + 1) symmetries of such a manifold as 1d(d — 1) rotations
around a fixed point, and d "translations” that move the point around the manifold.

A maximally symmeftric space has constant curvature and is thus fully characterised by

1.

2.

the dimension of the manifold

the signature of the meftric

. The sign of the curvature: positive, zero or negative

possible discrete topological characteristics, such as the number of holes of an n-
torus
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As the curvature is the same at all points of the manifold, so should the curvature
tensor "look” the same at all points. In locally inertial coordinates, this is up to Lorentz
transformations and the curvature tensor should be build from invariants. In order to satisfy
all symmeftry properties of the curvature tensor we need to have Rpsu0 X 9pn9so — 9po 967
This is a tensorial relation so it should be valid in any reference frame. Working out the
proportionality constant gives in a maximally symmetric space that

R
Rpa;w = m(gpugau - gpugau) (5-14)

Assuming Euclidean or Lorentzian signature we then have different spaces depending
on the sign of the curvature

Lorentzian anti-de Sitter de Sitter

(—+-+) (AdS) (ds)

Eucildean ,

(44 Lobachevski sphere
R <0 R>0

Figure 5.1: Maximally symmetric spaces

Definitions of de Sitter and Anti-de Sitter spaces will follow later.

5.3 Some Simple Examples

AT this point it may be useful to work out some examples in detail.

The Two-Sphere

The Meftric, Connection and Curvature
Let us work out a simple example as an illustration. The two-sphere S? can be defined
by its embedding in R? as satisfying 22 + y? + 22 = R2. Without loss of generality we set
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R = 1. Using spherical coordinates

x = sinf cos g

y = sinfsin g
2z = cosf (5.15)
we find for de invariant line element
ds® =dz? + dy? + dz? = db* + sin® 0dp? (5.16)

Thus the non-zero elements of the metric are
g9 =1 and gy, =sin?0 (5.17)
The non-zero elements of the inverse meftric are thus
¢ =1 and  ¢¥¥ =sin"24 (5.18)
This gives for the non-zero components of the connection
Y, =—sinfcosf§ and T§ =T% =cotd (5.19)
There are only two non-zero components of the curvature tensor (up to symmetries)
Rlp, = —Rl,p=sin®0  and  R0pH = —Rj, =1 (5.20)
and of the Ricci tensor
Rgp=1 and Ry, =sin’0 (5.21)
This gives a constant for the curvature

R=2 (5.22)

which agrees with our understanding that the two-sphere has constant positive curvature.
The Geodesic Equation and the Great Circles
Next we turn to the geodesic equations

O:é—sin9c089¢2
0=@ 4+ 2cot 00y (5.23)

where 6 = df/d\ efc. Let us show that these geodesic equations lead to the great circle
lines. We set up our coordinate system that the initial condition corresponds to a vector
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at the north pole in the z-direction. This allows us to write the initial conditions at A = 0 as
0 =p=¢=0and 8 = 1. Using the geodesic equations it is straightforward to show that

d .
a(92 +sin?0%) =0 (5.24)
Using the initial conditions this implies that

0% + sin? 0% = 1 (5.25)

As =0 and 6 = 1 we can't have § = 0 everywhere. So we can solve this for Y as

1—6?
-2
= 5.26
sin® 6 ( )
Using this in the first geodesic equation gives
6 —cotB(1—6%) =0 (5.27)
This is an ordinary differential equation that we can solve as follow. Write
6 dodd 1df?
T _ - 5.28
dx didfo 2 df ( )
which allows us to write (5.27) as
1—62 i
_d( ¢9 ) ZQC?SedGZ 2d§1n9 (5.29)
1-—62 sin 0 sin 6
or
d In [(1 — §?) sin? e} —0 (5.30)
and using the initial conditions
(1—6%)sin26 =0 (5.31)

As we have already seen we can'fr have 6 = 0 everywhere and the same holds for sin6.
Thus we conclude that 82 =1 or § = +1. Using the initial conditions we find that § = \.

Using this we find that the second geodesic equation reduces to

@+2cotAp =0 (5.32)
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Clearly ¢ = 0 is a solution of this equation. Using the initial conditions this gives a solution
¢ = ¢ = 0. Let us now assume that there is another solution ¢(\) that has ¢ # 0. The
previous equation can then be written as

dy S A dsin A
9P _ 9084 1\ = pdoh (5.33)
% sin A sin A
or
d[ln(psin® \)] =0 (5.34)
Again using the initial conditions this implies that
¢osin?A =0 (5.35)

But A is just parameter, so sin A is certainly not everywhere zero. So we conclude that
¢ = 0 which is a contradiction with our assumption. Thus there cannot be a solution with

p# 0.

We conclude that in that reference frame, the only solution to the geodesic equations

0=\ and ©0=0 (5.36)

which is indeed a great circle.

The Killing Vectors

Let us work out the symmetries of S? by establishing its Killing vectors. The metric is
ds? = db? + sin? 0dp?. As S? is just all the points in R? at unit distance from we can just
take the rotational Killing vectors (5.9). In spherical coordinates

R =04 S =cospdy—cotlsinpdy,; T = —sinpdy — cot b cospd, (5.37)
and the isometry group of S2 is SO(3).

It is useful to deduce these from the Killing equations. We use the form (5.3)
90O K7 + Gue0u K + (059 ) K° (5.38)

It is straightforward to work this out

0 = 9k’
0 = cos 0k’ + sin 98¢,k"p
0 = 9 k? + sin? 0pk? (5.39)

and one easily checks that the three Killing vectors (5.37) satisfy these equations.
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The Three-Sphere

The meftric is
ds? = dip? 4 sin® pd6? + sin® ¢ sin? Od> (5.40)
The non-zero Christoffel connections are, up to symmeftries

Fff = — cosyY sinyY

Fi‘p = — cos) sin sin? @

cmp = cot 1)

I'y¥ = —cosf sinf

Ffﬁ‘p = cot v

% = cot (5.41)

The non-zero components of the curvature tensor are, up fo symmetries
RY = sin’ 1 sin? @

P
RZW/, = —sin? ¢ sin? 0
Rpy, = —sin® ¢ (5.42)

The non-zero components of the Ricci tensor are, up to symmetries

Rgg =2 sin? P
Ry, =2sin®¢sin 6§ (5.43)

and the curvature is constant

R=6 (5.44)
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Chapter 6

Anti-de Sitter Spacetime

6.1 introduction

Anti-de Sitter, or AdS for short, spacetime seem to play an ever increasing important role
in theoretical physics. Indeed it is one the legs of the AdS/CFT Correspondence , which
conjectures an equivalence between gravity in AdS space and N = 4 super Yang-Mills
theory. This has then lead to the so-called Holographic Principle states that certain d + 1
dimensional field theories can be described by theories on de boundary of a d dimensional
theory. This then has lead to the speculation by L. Susskind that "the three-dimensional
world of ordinary experience — the universe filled with galaxies, stars, planets, houses, boul-
ders, and people - is a hologram, an image of reality cited on a distant two-dimensional
(2D) surface". More recently, the holographic principle seems to have surfaced (pun in-
tended) in a large and varied number of branches of physics and has become one of the
hot research topics.

Whilst the ADS/CFT correspondence is still very far from real life applications, it provides
a good motivation to spend some time studying AdS spacetime.

6.2 Definition

(d + 1)- dimensional Anti-de Sitter spacetime or AdS441 is the hypersurface embedded
in (d + 2)-Minkowski spacetime with a (2,d) signature, i.e. metric

d
ds® = —(dX°)* + ) (dX')* — (dX)? = pyndXMdXN (6.1)
=1

that satisfies

35
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d
T]MNXMXN — —(X0)2 + Z(XZ)Q _ (Xd+1)2 - _J2 (62)
i=1

where L is the radius of curvature of AdS.

AdSg+1 has an O(2,d) isometry and so (d + 1)(d + 2)/2 Killing vectors. It is therefore
maximally symmetric.

6.3 The Boundary of AdS

For very large XM we can set L ~ 0 and then we approach a boundary that is a light-cone

d
mun XM XN = (X902 +) (X2 - (X2 =0 (6.3)
i=1
We can write this boundary as
OAdS 1 = {[X]|X € R2, X #£0,nyun XM XV = o} (6.4)

Where [X] means that we identify X = AX for A € R.

Let us take a point on the boundary of AdS that satisfies Zf:l(Xi)2 = 1. Being on the
boundary then implies that (X°)2 4+ (X9+1)2 = 1. As X and —X give the same point on
the boundary, we thus have topologically that

1 d—1
OAdSy, = 25 (6.5)
Zy

We can also view AdS4yq as a compactification of d-dimensional Minkowski spacetime
as follows. Take a point X # 0 and define u* = X% £ X9 The boundary condition
then becomes uju_ = 1, X* X" where p,v = 0,--- ,d—1 is the d-dimensional Minkowski
meftric. As long as u_ # 0 we can rescale it To one. For a given point X* in d-dimensional
Minkowski spacetime, we can then simply solve this for uy. Whenu_ = 0, we need uy = o0
and this thus adds points at infinity and so we have a compactification of d-dimensional
Minkowski spacetime.

6.4 Coordinate Systems

There are several useful coordinate systems to parametrise AdS.
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6.4 Poincaré Patch Coordinates
The Metric and the Curvature

The Poincaré Coordinates are given by

Xﬂzsjﬂ+;i@¥—ﬂ+Lﬂ_
Xizi? (Gi=1,---,d—1)
Xd:;?}+£i@2 £ Lﬂ:
e+ :%t

Here t, ' € R and r € Ry. The metric becomes

L2 72 L2 T‘2
2 _ 2 2 -2\ 2
ds” = ﬁdr + ﬁ(_dt + di”) = T—er + ﬁﬁuydl’“dm”
The non-zero connections are, up to symmetry.
. 1 r3
_FLs:rg::rg::; and If =T} = -

The non-zero components of the curvature tensor are, up fo symmetries

2 1

T _ pt . 51 _ _ Pt t 14 _
Rtrt_Riit_Riir_Rtit_R - and Rrrt_Rrr—_ig

Jjt T A r
The non-zero components of the Ricci tensor are

d+1
r2

(d+1)r?

Rrr — 74

and Rtt = —Rm« =

and the curvature is given by

d(d+1)

R=-="3

The curvature is negative so it is a Lorentzian hyperbolic space.

(6.6)

(6.7)

(6.8)

(6.9)

(6.10)

(6.11)

From (6.7) we see that we can view the Poincar’e patch of AdSgy1 as a flat Minkowski
space with d coordinates (¢, Z) and an "warped" coordinate r. With a little bit of imagination

this looks like
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T=00 T:O

Figure 6.1: Poincar’e patch of AdS, 1

The Conformal Boundary

Note that the metric has poles at r = 0 and r = co. Let us first consider the pole at r = 0.
This is a singularity due solely to the coordinate choice, as the curvature remains constant
and we could just extend the Poincaré patch from r > 0 tfo r < 0. The hypersurface at the
pole at r = oo is called the Conformal Boundary.

If we change coordinates r = 1/950, with also g € R4, then we can rewrite the meftric
as

2

ds® = % (—dt? + (dz°)* + (dZ)?) (6.12)
0

From this we can see that the Poincaré metric does not cover the whole of AdS;y; , and
so it is only a patch of that space. In order to see this, redefine xg = Le Y to write the
metric as

ds* = e* (—dt* + (d7)?) + L?dy® (6.13)

Now y € R. Consider now a light ray going to +oo in the y-direction, hence to xy = 0
and r = 400, whilst Z is held constant. This is lightlike so ds> = 0 and from (6.13) we find

Tt can be shown that any spacetime that is asymptotically AdS has a quadratic divergence at a
point r* in the radial direction. Here r* = oc.
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0 = —e®dt? + L?dy®. We can integrate this to find the time t,, To go to infinity from, say
y=0att=0

too “+o00
t= / dt = L/ e Ydy=1L (6.14)
0 0

This is a finite humber, so it takes only a finite time reach that boundary. But t is not finite
so the light ray can go further. It can "reflect" from the boundary and travel to another
part of the AdS spacetime. Thus the Poincaré coordinates only cover a patch of AdS;i4
and we should be able to find coordinates that cover the whole of it.

One way to tfraverse the boundary is by multiplying the metric by a positive smooth
function g(r,t,Z) that has a second order zero at r = +oo. As an example take g =
(L2 /r®)w(t,¥). In the limit r — +oo the metric then becomes ds? = w(t, ¥)(—dt* + dz?)
and the singularity has gone. The metric of the bulk thus determines the metric on the
boundary. Different choices of w(t, ) for the metric in the bulk, give different choices of
the metric on the boundary, but these are related by a conformal factor, i.e. an overall
multiplication of g,,. Metrics related by such a conformal factor are a class forming a
Conformal Structure. Because of this one sometimes refers to the boundary of AdS as
being conformal.

Whilst the isometry group of AdSy.1 is SO(2,d), the isometry group of the metric (6.7)
is only a subgroup of this, viz. ISO(d—1,1) x SO(1,1). Where I1SO(d—1,1) is the Poincaré
group acting on (t,Z), i.e. on the conformal boundary of AdS, and SO(1,1) = U(1) acts
on the coordinates as (r,t,Z) — (A71r, \t, \T).

It can be shown that the other generators of SO(2,d) act on the conformal boundary
as the conformal group of Minkowski space and that, in particular the subgroup SO(1,1)
corresponds to the dilations of the conformal group on RbM4-1.

Coordinate Systems Related to Poincaré Coordinates

The replacement z = L?/r gives the metric

2 ‘L2
ds® = ?(sz — dt* + di?) = g(dz2 + N datdx”) (6.15)

and the conformal boundary now sits at z = 0.

—r/L

Transforming z = e gives

ds® = dr* + L262’"/L77Wda;“dw”) (6.16)
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The conformal boundary now sits at r — co.

Transforming p = 22 gives
2 of 1 .5 1 v
ds* =1 —de + —nudatd (6.17)
4p p
This is known as the Fefferman-Graham Metric. The conformal boundary sits at p — 0.

6.4 Global Coordinates
The Meftric

Global coordinates for AdSy41 are

X% =TLcoshp cost

X% — [ coshp sint

X' =LQ;sinhp  (i=1,---,d) (6.18)

Here p € Ry, 7 € [0,2n[ and ©Q; are angular coordinates with .02 = 1, ie. they
parametrise S, These coordinates are called, not surprisingly, Global Coordinates.

We can visualise AdSy as follows. We have coordinates p, 7 and ;. We extend p to
p € R. AdSy is then a hyperboloid that is rotated around its axis.

Figure 6.2: Visualisation of AdS,
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The corresponding meftric is

ds? = L*(—cosh? pdr? + dp* + sinh? pdQ3_;) (6.19)
This metric is reminiscent? of the metric on S%1.
The Boundary

In order to understand the boundary in ferms of global coordinates, we change variable

1
cos

sinh p = tan6 = cosh p = (6.20)

The meftric becomes

2

ds? = (—dr? + d6? + sin® 0 dQ3_)) (6.21)

cos2 f

This is known as the Einstein Static Universe R x S¢. But since 6 € [0,7/2][ we only
cover half of R x S%. We can always rescale the metric to get rid of the pre-factor and
we can add the point 8 = /2, which corresponds to sinh p = 400 and hence to Xt = o0,
i.e. spatial infinity. We can thus consider the metric

ds* = —dr* + df* + sin> 0 dQ3_,, 6 €[0,7/2], 7 € [0,27] (6.22)

The hypersurface 8 = 7/2 is a Cauchy surface, i.e. setting boundary conditions on it gives
a well-defined initial value problem on AdSg41 .

6.4 Geodesics

The timelike coordinate 7 is periodic and so AdS4.1 has closed timelike curves. One can
avoid these by taking 7 € R without identifying poits, This amounts to unwrapping the
timelike circle, i.e. taking the universal covering group of AdSg; .

Consider now a radially directed light ray starting at p = pg wit fime 7(po) = 0. The
metric becomes 0 = — cosh? pdr? + dp? or dr = dp/ cosh p. This has as solution

T=2 (arctan tanhg — arctan tanh %) (6.23)

’The metric on S~ 1 is
ds* = R*(cos® pdw? + dp?® + sin? pdQ3_,)

so AdS is obtained by the analytical continuation in 6.



42 Anti-de Sitter Spacetime

The time it takes light to go to infinity is a finite fime.

T(p=00) = g — 2arctan tanh %

For a massive particle the path is given by
p(7) = | arcsin[sin pg cos(T — 79)]

The path is given below for pg =1 and 79 = 0

P

1.0
0.8}
0.6
0.4}

0.2

1 1 1 1 1 1 1
2 4 6 8 10 12 14

Figure 6.3: Radial path of massive particle in AdS

The particle oscillates and never reaches the boundary.

(6.24)

(6.25)



Chapter 7

Einstein’s Equations

7.1 Introduction

In classical mechanics, the equations for a body in a gravitational field are

1. Newton’s second law ¢ = =V ®

2. with the gravitational potential derived from the Poisson equation V2® = 47Gp, with
p the mass density and G Newtfon’s constant.

Our goal is to find the corresponding equations in general relafivity.

7.2 The Einstein Field Equations

The Einstein Field Equations or EFE for short are

1
IR — §Rgm, = 87GT,, (7.1)

where G is Newton’s constant and T}, is the energy-momentum tensor. Some remarks

1. The EFE relates the matter content of spacetime via T, with the behaviour of the
metric via the curvature.

2. Recall that G = Ry — %Rg/w is the Einstein tensor so the EFE can be written as
G = 8nG1Ty,.

3. The curvature tensor has terms that are second order derivatives of the metric,
so the EFE can be viewed as a generalisation of the Poisson equation for Newton's
gravitational potential, V2® = 47Gp.

4, Contract the EFE as R — %R = 8rGT, with T = g"”T,,,. Hence

167G
d—2

R=— T (7.2)

43
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Plugging this back in the EFE gives

1
R,UJ/ = 87TG (T/-“j — d_QUI”WT> (73)
Thus, in vacuum, T}, = 0, the Ricci tfensor vanishes

Ry, =0 invacuum (7.4)

. A more naive form of the EFE could be R,, o T, butf this gives a problem as

conservation of energy-momentum V#T),, = 0 would lead to V¥R, = 0. From
(4.49), ie. VG, = 0 we then get that V¥R, = %VVR and form the naive field
equation we would get VT, = 91", = 0, as TY, is just a scalar. This would imply that
the trace of the energy-momentum tensor is constant through spacetime which we
have no reason to believe should be tfrue.

. In four dimensions, the EFE are 10 equations for the unknown components of the

Einstein tensor G, which itself contains up fo second partial derivatives of the
metric. We thus have 10 non-linear coupled second order partial differential equations
that determine the metric in ferms of the matter sector. But the Einstein tensor
satisfies the Bianchi identity, V#G,, = 0, so we only have six independent PDEs.
The metric has 10 components but due to the required diffeomorphism under four
coordinate transformations, only six components are independent. This matches the
number of equations of the EFE. A similar reasoning holds, of course, in d dimensions.

. The EFE relates the Ricci tensor, i.e. The fraceless part of the curvature ftensor, to

the matter sector. The remaining components of that curvature tensor are encoded
in the Weyl tensor. From the Bianchi identity and the EFE one can show that this
tensor satisfies, in four dimensions,

1
VPC',MW =81G (V[NTV}J + 3gg[MV,4T> (7.5)

This is sufficient to determine the six independent metric components

7.3 Newtonian Limit

Newtonian gravity is recovered in the limit of slowly moving particles in a static weak field.
Consider the perfect fluid energy-momentum tensor (2.14) with, as the particles are slow-
moving the pressure set to zero, so that most of the energy sits in the mass of the particles,
ie. T, = pU,U,. Let the fluid be some massive body, say the earth. In the rest frame
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of the massive body we have U* = (U?,0,0,0). We can find U° from the requirement that
—1 = g, UFU". In the weak field limit we an expand to first order

v = N + My = g =M — Py (7.6)
Thus
1
“1=(-1+h)(U? = U=(1~he) =1+ Sho (7.7)
In the rest frame,
1 1
Uy = g()()UO = (—1 + hoo) X (1 + 2h00) =—-1+ éhoo (7.8)
This gives
1 2
Too = pUgUp = p X (—1 + 2h00> = p(1 — hoo) (7.9)
and thus
T = g" Ty = g"Too = (=1 — hoo)p(1 — hoo) = —p + o(h?) (7.10)
as all other components of T),, are zero in the rest frame. Use this with (7.2) to find
16
R = ﬁpr + o(h?) (7.11)
Now use all of this in the 00 component of the EFE
1 16
Roo — 5(—1 + hoo)d — 27TpG = 8mpG(1 — hoo) (7.12)
from which
d—3 d—3
Rop = 8mpG X 75 X (1 — hoo) = 8mpG x 73 (7.13)
where we have only kept the lowest order contribution.
Now Rgo = Rjojo as R%, by anfisymmetry. We need
R’ ;0 = 9T — 8oL + 13300 — T5,0% (7.14)

The second ferm is zero because we are assuming a static universe. The last two terms
contain give a contribution of the order h3, and can be ignored. Thus

) . 1 . 1 . 1 ;
R ;0 =0T = 0; 59”(230%0 — Oxgoo) | = _58]'(9]/\8)\900) = =59 900

1
=_ §V2h°° (7.15)

This means that (7.13) becomes
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d—3 ¢
V2hoo = —16mpG X — L= Ve, (7.16)

If we associate hgg with the Newtonian gravitational potential by hgg = —2® then we recover
Poisson’s equation V2® = 47Gp.

In order to justify this we use the generalisation of Newton’s second law, which is the
geodesic equation

d?xH dx? dx°

+ Lo T

dr? Pe dr dr

where we are considering a massive particle and the parameter is the proper fime. Slowly

moving particles implies that dz’/dt < 1 or hence dx'/dr < dt/dr with 20 = t the classical
fime. So all dz*/dr can be neglected in the geodesic equation and we are left with

=0 (7.17)

d?xH dx® da®
— r———=0 7.18
dr? oo dr dr (718)
Now, using the static assumption,
1 1 1
Tho = 59“’\(25090,\ — Ox\goo) = —59“’\@900 = —in“Aaxhoo (7.19)

In the last equation we used the weak field assumption (7.6). The geodesic equation thus
becomes
a1 dt dt
= 1" I\hoo
dr? o'l N0
The 1 = 0 component reduces to d?t/dr? = 0, so that dt/dr is constant and ¢ is an affine
parameter. The space components are

(7.20)

d?zt 1
= —0; 7.21
gz — 50ihoo (7.21)

A2zt 1 <dt

2
= — | O;h
dr? 2 \dr ) 00 =

This is Newton's second law provided we indeed identify %@hog by —9;® or hgg = —2® plus
an irrelevant constant. Note that this implies that

(7.22)

9002—(1+2<1>):_<1_2GM>

r

with M the mass of the object causing the gravitational field.

The limit of general relativity of slowly moving bodies in a static weak field thus reduces
to Newtonian gravity.
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7.4 The High-Energy Limit of General Relativity

Using Planck’s constant i, Newton’s gravitational constant G and the speed of light one
can construct four unique constants with dimensions of mass, length, time and energy
respectively

name symbol formula value
Planck mass mp (he/G)Y? 218 x 1075 g
Planck length (p (hG /)2 1.62 x 10735 m
Planck fime tp (hG/A)Y? 539 x107* s
Planck energy  Ep  (he®/G)Y/?  1.22 x 10" GeV

Even before we reach the value of these parameters we are well into the realm of
quantum theory, and it is sfill largely unclear how gravity changes in that realm, though
string theory gives us hopeful glimpses of that. Still, these values are a strong indication
that at these levels, something fundamental changes, possibly, if not likely, including a
breakdown of how we model spacetime.

7.5 The Einstein Equations from the Action Principle

The Einstein equations follow from the extremisation of the following action.

1
= 7.23
167TGSH + Sm ( )
Where Spg is the Einstein-Hilbert Action
Sy = /ddx V-9 R (7.24)

and S is the matter action, which depends on the fields under consideration.

Nowadays it is more fashionable to derive the EFEs from the action than to posit them
and check that they correspond to Newtonian gravity in the weak field limit. The require-
ments are then that the action is a scalar and contains at most two derivatives of the
metric. It turns out that there is only one such scalar, viz. the curvature R. Combining
with the invariant volume element d%x \/—g gives the Einstein-Hilbert action.

The EFE follow most easily from the variation under the inverse meftric g". This is
a rather lengthy calculation, but we can easily find its general form. We need 6Sg =
fddx K, 0g"" for some tensor K, that contains not more than two derivatives of the



48 Einstein’s Equations

metric. There are only two such fensors g,,, which we can multiply by R and R,,,. Thus,
without doing any calculation we know that the EFE must be of the form a1 R, +a2Rg,., = 0.
Contact this with g** to get (a1 + da2) R = 0. Provided a; + das # 0, which furns out to be
the case, we see that R = 0 and hence R, = 0. So without any calculation we have found
that in vacuum the EFE are R, = 0!

Let us now do the detailed calculation as we will need the coefficients a; and as if there is
matter involved. The detailed calculation has four different parts

1. [diz (6y/=g)Ruwg". Use Indet M = trln M to find §(det M) = det M tr M~ 16 M
and therefore

1
0V=9 = —5V=9 909" (7.25)

2. fddm vV—=9(0R,,)g"". Consider a general variation of a connection. This is the differ-
ence between two connections and hence transforms as a tensor, giving the standard
form for the covariant derivative V(dI',) = ---. One then readily finds that

OR’ \, = Va(oI7,) — V,(3I5,) (7.26)

which, amongst daficionados, is known as the Palatini identity. From this it follows that
/dd'r (5\/ _g)ngW = /ddl' V—=9Vo (gMV(SI‘ZV - gMU(SFZV)
_ / A% =gV [0 V7 (0g™) ~ V(57| (727)

where in the last equation we used the variation of the connection. From Stokes
theorem this reduces to a surface integral, and vanishes as long as the variation of
the metric and its first derivative banish at infinity.

3. fddm,/—gRWchW. Nothing needs to be done as this is in the desired form already.

4. §Sp. We simply define the energy-momentum tensor as

_, L 8Su
V=g 69"

T,uzz — (728)

Bringing the four contributions fogether recovers the EFE. Some comments are in order

e We assumed that the variation of the metric and its first derivative vanish on the
boundary. This may not always be the case and so we must recognise the possibility
of boundary ftermes.
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e That T, is the energy-momentum tensor can be checked from e.g. scalar field
theory. The action in covariant form is

1 v
Sy = /ddmﬁ—g {—29“ V. 6Vid — V() (7.29)
This leads to the energy-momentum tensor

T = V.6V, — gwg’”Vpd)Vacb GV () (7.30)

which is, up to an allowed total derivative, equal to the canonical energy-momentum
tensor obtained by Noether's theorem. This definition is however more convenient in
general as it automatically ensures symmetry and gauge invariance of the energy-
momentum tensor.

7.6 The Cosmological Constant

It is not unconceivable that spacetime has an isotropic and homogenous energy density.
This is a special form of the energy-momentum tensor

T'L(L\,//GC) - _pvocg,uu (731)

Comparing to a perfect fluid T*" = (p + p)U*UY + pnt¥ this corresponds to an isofropic
pressure pyac = pvac aNd we can write the EFE as

1
R, — iRgW = —Agy +81GT,, (7.32)

where
A - 87erVOC (733)

is the Cosmological Constant and now T}, excludes vacuum energy.

This form of the EFE can be obtained form the action

S = /ddx\ﬁ[m G(R=28)+ Ly (7.34)

with Lj; the matter Lagrangian.

We can make a heuristic calculation of the value of the cosmological constant from
quantum field theory arguments. When quantised, the simple harmonic oscillator has zero-

point energy hw/2, with w = V/ k2 +m?2 the frequency of each oscillator. If we go fo
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field theory and sum over all oscillators, which becomes an integration over continuous
momenta, we get, in four dimensions, a vacuum energy proportional to hfd3kwk =

hszdk\/ k2 + m2. Assuming our theory to be valid up to the Planck scale we can put
a cut-off on the integration and we get a cosmological constant of the order of pyac = hkjé
with value

puac ~ (108GeV) ! ~ 107 GeV* (7.35)
One can also put a bound on this vacuum energy from observations
|pobs| < (10712GeV) " ~ 1078 GeV? (7.36)

That is discrepancy of the order of 102 with our simple calculation. It is clear that the
simple calculation is To simple and that there can be plenty more contributions, a.o. from
other fields, but it is sfill a puzzle how these large values can combine to the observed
value.

7.7 Energy Conditions

When there are many different matter sectors present, it is useful to be able fo make state-
ments based on general properties of the combined energy-momentum tensor. Energy
conditions are coordinate invariant restrictions on the energy-momentum tensor. These
are obtained by turning the energy-momentum ftensor into a scalar by contracting it with
timelike (t#) or lightlike (¢#) vectors. Physical intuition can be obtained by applying these
condition to a perfect fluid with

™ = (p+p)U"U" + pn*” (7.37)
One usually considers five such conditions

1. The Weak Energy Condition or WEC requires

T ttt” >0 for all timelike vectors t# (7.38)

This will be the case if T, U*U" > 0 and T},,0*¢" > 0 for some lightlike vector oml
Now go to in the rest frame of the perfect fluid with locally inertial coordinates we

'We first argue that any timelike vector t* can be written as t* = AU 4 ¢#, with U* the velocity
vector and ¢# a lightlike vector. Let us go to the rest frame of the perfect fluid so that U* = (1, 0)
and t = t,t*. We need to show that it t < 0 we can always find a A such that ¢# is lightlike. So we
solve

0="0,0" = (t, — AU, (" = AU") =t + 22" — A2
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have
0 < T, UPUY = Too = p (7.39)

and
0 < Ty it” = (3(Too + Ti1) = L5(p + p) (7.40)

These are inequalities on scalars so reference frame independent and we conclude
that the weak energy condition is equivalent to

p>0 and p+p>0 (7.41)

The energy density should be non-negative and the pressure should not be too large
compared to the energy density. It is generally believed that these conditions are
satisfied for matter systems.

2. The Null Energy Condition or NEC requires

T, M7 >0 for all lightlike vectors ¢+ (7.42)
or equivalently

p+p>0 (7.43)

It is a less restrictive version of the WEC: the energy density may be negative as
long as there is a compensating positive pressure.

3. The Dominant Energy Condition or DEC requires

T, tHt” > 0 for all timelike vectors ¢# and T),,t* is non-spacelike (7.44)

For a perfect fluid this is equivalent to

This is a quadratic equation that has real solutions provided the discriminant is positive, i.e. 4¢3+t > 0.
This is the case as t2 +t =12 — t2 + > > 0. Now

Ty t#t” = N2T, UPUY + Ty 0407 + 20T, U e

which will be greater than zero if both inequalities in the main text are satisfied.
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p > |p| (7.45)

the energy density is positive and not smaller than the absolute value of the pressure.

. The Null Dominant Energy Condition or NDEC requires

T, 40" > 0 for all ligthlike vectors ¢# and T,,¢* is non-spacelike (7.46)

For a perfect fluid this is equivalent to

p>pl (7.47)

Just as for the DEC, but negative energy densities are allowed as long as p = —p.

. The Strong Energy Condition or SEC requires

Ty tH >

1
> iT/jt”t,, for all timelike vectors (7.48)

For a perfect fluid this is equivalent to

p+p>0 and p+3p>0 (7.49)

Note that the SEC does not imply the WEC. It implies the WEC with very large neg-
ative pressures. It turns out that the SEC is responsible for gravity to be attractive.
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p p p
p P P
WEC NEC DEC
p>0andp+p>0 p+p>0 p > pl
p p p
p p P
NDEC SEC
p=lplorp=—p p+p>and p+3p >0 w=p/p>-—1

Figure 7.1: Energy Conditions: Weak, Null, Dominant, Null Dominant, Strong and
the equation of state condition w > —1 and the conditions for a perfect fluid

7.8 Alternative Theories of Gravity

We will consider four alternative theories only and refer to Carroll for details. It turns out
non of these four ideas are paradigm shifting,

1. Gravitational scalar fields: One adds one (or more) scalar fields \. In the Einstein
Hilbert Lagrangian we replace R by f(A)R for some function f(\) and adds a La-
grangian for a scalar field. One assumes that the matter sector does not couple to A.
Essentially one can make a fransformation of the fields fo rewrite the Lagrangian as
a traditional Einstein-Hilbert Lagrangian with an additional scalar field and the matter
sector now couples to the scalar field. The metric and curvature is how, of course,
completely different.

2. Kaluza-Klein Compactification: We consider the extra spatial dimensions to be com-
pactified and the meftric to be of the form

ds? = GyndaMdaN = g, dxtdz” + b2 (2)vi; (y)dy' dy’ (7.50)
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We can infegrate out the extra terms in the action and arrive at an effective four-
dimensional action. Besides massless states this action has an infinite tower of
massive states that we ignore as they are very heavy if the compactified dimensions
are very small. The action can then basically be rewritten as a four-dimensional
metric coupled to a scalar field, the so-called Dilaton Field.

3. Higher Order Curvature Terms: These would include higher order derivatives of the
metric and would thus require many more initial conditions to give a well-defined
problem. One would also assume that these corrections need to be small, as the
current theory works so well. However, at high energy they may become important.
Also viewing a quantum gravity theory as an effective theory, one should, in principle,
consider all possible intferaction ferms. Anissue is that these theories lead to negative
energy solutions.

4. Non-Christoffel Connections and Torsion: In the Palatini Formalism we consider a
theory where the connection and the metric are independent but is forsion free. The
equations of motion dictate that the connections are the Christoffel connections. If
we drop the requirement that the theory is torsion free, then, as torsion is charac-
terised by a fensor, we are just adding a new type of matter to the theory. Similarly
if we forget about metric compatibility, we can always write the metric as a sum of
a metric compatible one and a remaining tensor, which can fall in the matter sector.

There are more exotic theories like loop quantum gravity and emergent gravity, but
these are out of scope here.

7.9 Linearised Gravity
7.9 First Order Approach

We consider a more systematic approach than for the Newtonian limit. We set

Juv = N + h,uu (7.51)

with hy, "small" compared to 7),,. It isnt entirely clear what smallness of a tensor means
but we take it o mean that its values are much smaller than one in some global inertial
coordinate system. The inverse metric is then

g’ = nm™ — pH (7.52)
We expand everything to first order in h,, and its derivatives. The Christoffel symbols are

g 1 a
Thw =37 " (Ophpy + Ouhyp — Dphi) (7.53)
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For the Riemann fensor we can ignore the terms quadratic in the connections and thus

Ry = 0Ly — 0,10, + o(h?) (7.54)
The Ricci tensor becomes
(1) o 1 o 1 o
RW =90 5{1/%}0 - 58 Ochyn — 58“81,% (7.55)
and the Einstein tfensor becomes
1 1 1
G =070 hy, — 507 Oshyy = 50u0uhG = S (070 hop — 0705 h7) (7.56)
It is convenient fo introduce
1
Vv = P = S0l (7.57)
so that the Einstein equations become
1 1
—58"807,“, + 8"6{,,7”,, — 57)“,,8"8"%,) = 8nl, (7.58)

We can now use the diffeomorphism invariance that fransforms the metric as h,, — hy, +
0uéy + 0,€u to chose a gauge

8 Y =0 (7.59)

and the linear Einstein equations are

87 0oy = —167T, (7.60)

In vacuum (7.59) and (7.60) are the equations for a massless spin two particle, which we
would identify with a graviton. Note that the 00 component of (7.60) gives rise to (7.16).

7.9 Second Order and the Concept of Energy

Because the meftric describes both the background spacetime structure and the dynamics
of the gravitational field, there is no concept of local energy density in general relativity.
Indeed, one cannot decompose the gravitational energy in a background and in a dynamical
part as both are interconnected. A local energy density would only depend on the dynamical
part, but this cannot be disentangled from the background.

We can illustrate this with second order corrections from the weak field limit. The
linearised Einstein equations in vacuum are of the form

G =0 (7.61)
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Consider now the second order corrections to the Ricci tfensor

p@ _1

o o 1 o .o
= 5h pa“a,/hgp —h paga{uh,,}p + Zﬁuhgpé?,,h P+ 8/)],, 8[pha},u

1 g 1 o ag 1 g
+ iﬁd(hp Ochyuv) — 18 hf 0o by — <8ph P 56 hg) Ouhiyo (7.62)
This would result in a second order correction of the Einstein equations. These come from

the second order metric g = h + h(® in GM[r?)] and the first order metric in G,(fy) [h] and
are of the form

1)1y, (2 2 _
G+ G =0 (7.63)
We can rewrite this as
. 1
G =8rty,,  with  t,, = —876‘/(3) [h] (7.64)

Clearly t,,, is symmetric and one can also check that it is conserved d,t,, = 0. This
suggest that t,, is an effective energy-momentum that causes a correction fo the weak
field spacetime metric, valid fo second order. But this not entirely correct. To start with it
turns out that ¢, is not invariant under a gauge transformation h,, — hy, + 0,8 + 0,6 .
In addition to that, one can always add a tensor of the form 9°90°U,,4, to it that is local,
quadratic in hy, and satisfies U,pqp = U[;w}vp =Upolup] = Uvpuo and the symmetry of ¢,
and its conservation law is unaffected. This is a reflection of the fact that local energy
density is not well-defined in general relativity.



Chapter 8

Conformal Diagrams

Conformal Diagrams, also known as Penrose Diagrams, are representations of spacetimes
in a finite diagram that are particularly suited for understanding the causal structure of the
spacetime.

They are obtained by performing specific conformal transformations. Because such
transformations preserve the angle, the light cones in conformal diagrams remain at 45°.

8.1 Minkowski Space

The metric is, in spherical coordinates and four dimensions

ds® — dt® + dr® + r2d6? + r? sin? 0do? (8.1)
with
teR, reRy, 0€l0,7], ¢e€]|0,2n (8.2)
We first replace t and r by coordinates « and v
u=t—r and v=t+r with u<veR (8.3)
so that the metric becomes
ds® = —%(du dv + dv du) + i(v — u)2d0? (8.4)
with d€) the metric on the unit two-sphere. Now we bring the u and v to a finite range
U =arctanu and V = arctanv with U<V e [—g, +g} (8.5)

Straightforward algebra leads o
1

de? = —
y 4cos2U cos2V

[—4dU dV + sin*(V — U) dQ°] (8.6)
Finally we go back to
T=V+U and R=V-U with Re[0,n] and [T|+R<m  (87)

The metric finally becomes
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ds* = w™? (—dT* + dR* + sin® R dQ?) (8.8)

with w = cos T'+cos R and is of the form g,,, = w2gw, and is thus a conformal transformation
and thus preserves angles. The coordinates T' and R now only take finite values

If we momentarily forget the finite range of T and consider the meftric

ds° = w2ds? = —dT? + dR? + sin? R dQ? (8.9)

then this describes not a flat space but R x S3. This is a manifold with a curvature. This
should not worry us as it is not the Minkowski space anymore, due to the extension of
the coordinates. This space is known as Einstein Static Universe can be represented as
a cylinder in which each circle of constant T is actually a three sphere. The part of that
space where also |T'| + R < 7 represents Minkowski space.

The complete transformations are thus

T = arctan(t + r) + arctan(t — r)
R = arctan(t + r) — arctan(t — r) (8.10)

The "arctan" function transforms the infinite coordinates ¢ and r to the finite coordinates
T and R.

The conformal diagram of Minkowski space is shown below. The boundaries of this
diagram are referred to as Conformal Infinity. For convenience let us recapitulate the
causal structures:

symbol name (T, R) (t,r)

g future timelike infinity (—m,0) (4o00,7)
i past fimelike infinity (—m,0) (—o0,7)
i0 spatial infinity (0,7) (t,+00)

Jt future null infinity (t—R,R) (% cot R, —1 cot R)
J~ past null infinity (-=m—R,R) (5cotR,—3cotR)
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Figure 8.1: Conformal diagram for Minkowski spacetime in the R-T' plane. Lines of
constant t are the lines starting at the vertical axis at R = 0 and ending at the
point i°. Lines of constant r start and end at .

Because the diagram is conformal, all null geodesics are at 445°. All fimelike geodesics
start at the point i~ and end at the point i™. All lightlike geodesics starts on the line J—
and end on the line J+. All spacelike geodesics end at the point .

Spacetimes (or regions of it) that are asymptotically flat share the structure of J*
and % with the conformal diagram of Minkowski space.

8.1 Two-Dimensional Minkowski Space

The case of two-dimensional Minkowski space is slightly different because the metric is
ds?> = —dt®> + dx? and here x can take on all real values, not only positive one. The
consequence is that the conformal map is not a triangle, but a square
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Figure 8.2: Conformal diagram for 2d Minkowski spacetime in the R-T plane

This ¢

8.2 Robertson-Walker Spacetime

Consider the metric in four dimensions

ds® = —dt® + t24(dr® + r2d9?) (8.11)

for some ¢ €]0, 1[. We will encounter a straightforward generalisation of this metric, de-
scribing the Robertson-Walker Spacetime, in section 16.1 when we discuss a basic cos-
mological model for the universe. It is easily checked that the curvature of this space
is

6g(2q — 1)

R= 2

(8.12)
There is a real singularity at t = 0 so the restrictions are t > 0 and r > 0. We can bring
this into a familiar form by transforming

1
n= 1—t1—‘1 with 1 >0 (8.13)
—q

to get
ds® = (1 = )P0 (i + drr?d0?) (814)

We can now perform the same type of fransformations from (n,r) to (R,T) as in the
Minkowski case and obtain
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ds* = w™? (—dT* + dR* + sin® R dQ?) (8.15)
with now
cosT + cos R\ %
w(T,R) = ST (cosT + cos R) (8.16)

But this fime the new coordinates are restricted to
T > 0; R >0; T+R<m (8.17)

The conformal diagram is therefore half that of Minkowski spacetime:

T
o
R
Figure 8.3: Conformal diagram for the Robertson-Walker spacetime in the R-T
plane

8.3 Anti-de Sitter Space

We start from the metric in the form (6.21)

2

2 [
cos2 6 (

ds® = —dr? 4+ dO* +sin®0dQ% ;) with 0€[0,7/2], T€[0,2n] (8.18)
but then go to the universal cover to avoid closed timelike curves, see section 6.4.3 so that
T €R.

The conformal diagram of the universal cover of AdSy is then an infinite strip as shown
in fig. 8.4. Without the universal cover it is the rectangle bounded by the dashed lines at
7 = 0and 7 = 27. The Poincaré patch, that only covers part of AdS, is the shaded triangle.
The conformal diagram of AdS441 can be obtained from this by adding a sphere Sa=1 1o
each point.
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T =00

Figure 8.4: Conformal diagram for AdS,; in the R-T plane



Chapter 9

The Schwarzschild Metric

9.1 The Schwarzschild Metric

The Schwarzschild Metric is a simple static spherically symmetric solution to Einstein’s
equations. In d dimensions the metric is

2
ds® = —f(r)d® + f(r)'dr? + 1203, with  f()=1- =2 (91)

T
Birkhoff’'s Theorem states that this is the unique spherically symmetric solution o
Einstein's equations, and in particular that there are no time-dependent solutions of this

form.

For simplicity we restrict ourselves to four dimensions and will offen ignore the angular
part. We set u = GM and the metric becomes

2GM 2GM\ !
ds? = _ (1 _ > di® + <1 — ) dr? + r2dQs (9.2)
T T

with the metric on S? being dQdy = df? + sin? § d¢?. The interpretation of M follows from
(7.22), i.e. form the weak field limit of a gravitational field created by an object: M is just
the mass of that object.!It is not necessarily the sum of the masses of different objects
as there would be some binding energy in that case. But it is valid in the weak field limit.
As r — oo the metric resembles the Minkowski meftric, i.e. we recover flat space. This is
known as Asymptotic Flatness..

There are two special points, » =0 and r = 2GM. These special points are coordinate

Yin chapter 12 we will derive a formula for conserved integrals for general black holes and show
that M is indeed the conserved integral corresponding to the mass of the energy, i.e. the mass of
the black hole.
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dependent and do not necessarily lead to singularities. To find whether they are singulari-
ties, we need to see if scalars, which are coordinate free, diverge in these points. We find,
using e.g. Mathematica, that the Kretschmann Invariant is given by

48G2 M2

r6

K = R¥P Ry py = (9.3)

so r = 0 is a genuine singularity.

The point » = 2G'M turns out not to be a singularity. This radius is of little day-to-day
consequences. For example if we consider this radius for the sun r = 2G M, and compare
this to the sun's radius which is Rg ~ 108G My, then we find that r < Ry so this radius
sits well within the sun. But the Schwarzschild solution is only valid in vacuum, so outside
of the sun this special radius is irrelevant. It can only be relevant for an object with a very
small radius and a large mass; a black hole as we will see.

9.2 Geodesics of the Schwarzschild Metric

The non-vanishing Christoffel connections for the Schwarzschild metric are

tr = r(r—2GM)
. GM
Ftt — ?(7" - QGM)
o GM
o r(r—2GM)

T = — (r — 2GM)
I, = —(r—2GM)sin*0

1
(7]
Irp = -
Fg(ﬁ = —sinf cosf
¢ _1
I%, ==
¢ — cot 6 (9.4)

06 —
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This gives four geodesic equations

oo @t 20 drds
T dx2 " r(r — 2GM) drdx

d\? 73 d\ r—2GM) \ d\

—(r —2GM) (fzi)Q +sin? 0 (Zi)Q
0—32}\2 iggi—sin9c089<j§>2
0:%+igﬁ+2c0t9ﬁﬁ (9.5)

A sane person would not think of trying to solve them. Rather we will use the symmetries
and the Killing vectors to gain insight. There are four Killing vectors, three for the spherical
symmetry and one for time translations, that will each lead to a conserved quantity: if K* is
aKilling vector then(5.2) is satisfied, p* V(K ,p") = 0. From Leibniz p#V,, = (dz*/d\)V,, =
d/dX and so the Killing vectors satisfy d(K,p,)/d\ = 0 and thus

dx*
Mﬁ = CTe (96)
Moreover we also have that
dz# dx¥
_guyid)\ 7d)\ — € = CTQ (97)

Indeed for fimelike geodesics this is just U*U, = —1 so the e = +1. For lightlike geodesics
we have e = 0 by definition.

Spherical symmetry implies conservation of angular momentum. Conservation of the
direction of angular momentum means that it moves in a plane. We can always chose this
plane fo be the equatorial plane, which means that we can always choose 6 = /2, which
fixes Two components of the angular momentum. The two remaining Killing vectors are
then the magnitude of angular momentum, and from the timelike Killing vector, energy.
The latter has the timelike Killing vector, with some abuse of notation,

K" =0, =(1,0,0,0) (9.8)
and the Killing vector for the conservation of the magnitude of angular momentum is
RM =04 = (0,0,0,1) (9.9)

The corresponding conserved quantities are
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dx* 2G M\ dt
= — B = — —_
E==K0 <1 r )d/\
dat dé
L= 4 @ _ 200 9.10
+ R I rd)\ ( )

where we have lowered the indices of the Killing vectors and have used § = 7/2. We can
view E and L as the energy and angular momentum (density) of the test particle.?

Insert the metric in (9.7), using 6 = 7/2

2GM Y\ [ dt\? 0GM\ "t (dr\?  , [dD\?
(-5 (5) (%) () (&) - o

Multiplying by 1 — 2G M /r and using the definitions of E and L immediately gives

2 2
2. @ n 1_2GM £:_€ 1_2GM (9.12)
d\ r r2 r
We can rewrite this as
1 7er 2+V()—lg (9.13)
2 \dx "=y '
with
1
—_FE2
& 2
1 eGM  [L? GMI?
V(r)= D 02 3 (9.14)

Eqg. (9.13) is similar to the equation for a massive particle for the conservation of energy,
being kinetic plus potential energy, in a one-dimensional potential V (r) with total energy
E. Of course, we also need t(A) and ¢(\) to get a full picture, but we can already learn a
lot now.

Figures 9.1 and 9.2 Show the Newtonian (thick line) and general relativity potential
(dashed line) for massive and massless particles respectively. The analysis can be done in
the same way as for Newtonian gravity.

2In (4.22) we saw that —p,U* was the energy of a particle as measure by an observer with
four-velocity U#. The difference with £ = —p,K* is that —p,U* is the inertial/kinetic energy of
the test particle, whilst —p, K* includes the potential energy. Recall that a curved spacetime only
has a well-defined conserved energy if there is a timelike Killing vector, i.e. symmetry under time
translations.
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Figure 9.1: Newtonian (thick line) vs GR (dashed line) potential for massless particles
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Figure 9.2: Newtonian (thick line) vs GR (dashed line) potential for massless parti-

cles

Massive Particles

Consider first massive particles, i.e e = 1. Recall that in Newtonian mechanics the central
force problem for a massive particle can be rewritten as a one dimensional radial problem



68 The Schwarzschild Metric

with an effective potential

GM /2
Wewton = _77’ + ﬁ (9.15)

with ¢ the angular momentum. The potential V' for a massive particle is now

1 GM L[* GMIL?
V=gt g (916)

The difference is the constant tferm, which we can always add in classical mechanics, and
the last term GML? /r3, which hence provides a general relativity correction to Newtonian
gravity.

The potential has extrema when dV (r)/dr = 0, i.e. when
GMr? — L?r, + 3GML*y =0 (9.17)

where v = 0 for Newtonian gravity and v = 1 for general relativity. For Newtonian gravity
this becomes r. =0 or r, = LQ/EGM. However we now have

L? 3(2GM)?
= 1 11— ——F 9.18
T4 5GM +F 2 ( )
There is a critical value for the extrema when the square root vanishes
L =+/3(2GM) (9.19)

and we distinguish three cases

L < v/3(2GM): the potential has no real minimum or maximum and fall straight fo
r = 0. An observer falling radially towards r = 0 will reach the Schwarzschild radius
and the r = 0 point in a finite proper time, as we will see later.

L > /3(2GM): the potential has a real maximum and minimum. There are now
three potential cases depending on the initial energy %(E2 — 1) as shown in fig, 9.3:

(a) 3(E* — 1) > V(ry) : the particle sails over the potential barrier and spirals
towards r = 0.

(b) V(ry) > 3(E? —1) > 0 : the particle bumps info the potential barrier and
moves back to infinity.

(c) 0> %(E2 —1) > V(r-) : the particle is frapped in the potential and follows an
elliptical orbit around r = 0 with a precessing perihelion.
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L = +/3(2GM): The minimum and the maximum coincide. There is an unstable
point at » = L?/2G'M but any disturbance will result in the particle moving to r = 0.

Vf//\\/%zr‘ .
J//\/, A
-

Figure 9.3: Schwarzschild orbits of a massive particle withL > /3(2GM). (a) %(Ez—
1) > V(ry): the particle falls into the singularity; (b) V(ry) > $(E? — 1) > 0 the
particle bumps into the barrier and is ejected; (c) 0 > $(E? — 1) > V(r_): the
particle follows an elliptical orbit with a precessing perihelion.

Elliptical orbits occur at distances (9.18). Expanding this for large L gives
L2
T GM
The former is stable and is farther away for larger L. The latter is unstable. As L is smaller
the orbits are closer together and coincide when L = V12GM, ie. at radius r. = 6GM.
For smaller L there are no real solutions and hence no stable orbits. Thus r. = 6GM is

the smallest possible stable circular orbit for an object in the Schwarzschild metric. This
radius is known as the Innermost Stable Circular Orbit or ISCO.

r_ and 1, =3GM (9.20)

Recall that in Newtonian gravity the orbits are conic sections (hyperbola, parabola,
ellipse, circle). This is not the case in general relativity. But interestingly it turns out
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that Kepler's third law that the squares of the orbital periods of the planets are directly
proportional To the cubes of the semi-major axes of their orbits remains valid.

Massless Particles
For a massless particle, the potential is

L2 GML*  I? <1_ 2GM>

Vir)=— — (9.21)

22 r3 22 r

Setfting dV/dr = 0 we find only one extfremum at r, = 3GM, unless L = 0 in which case
V = 0. We see that for L # 0 there is always a barrier to surmount. There are three cases

(a) If the photon does not have sufficient energy it will continue on, after being deflected.

(b) If the photon has sufficient energy, it will go over the barrier and be dragged towards
the center r = 0.

(c) Circular orbits for massless particle occur at r. = 3GM.

ulr)

Figure 9.4: Schwarzschild orbits of a massless particle
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9.3 The Precession of Perihelia

The Perihelion is the point of a planet closest to the sun. In general relativity, the perinhelion

is not fixed, but precesses.

We use the geodesic (9.13) for a massive particle and divide it by the square of the

second equation of (9.10) fo get an equation for r(¢)

2Er4

2 4 3
<dr) rt  2GMr G My —

o
Rename x = L?/GMr and differentiate w.rt. ¢ to get

&z 3G2M?2

2 L2 L2

(9.22)

(9.23)

We expand = = xg + x1, where x( is the Newtonian circular orbit, which we know saftisfies
d*xq/d¢? = 1 — 2o and has solution zg = 1 + ecos ¢ witth e the eccentricity of the ellipse.
Using this we find that x; satisfies, using the fact that :c% is a higher order correction and

that 6G2M2a/L? < 1

&z, 3G2M22%  3G2M? ,
Frey tao ==t =0 (1+ecos¢)
~ 3G*M?

L? 2

One easily checks that a solution is given by

3G2 M2
=T

The figure below shows the precession of the orbits for different values of L and e.

1 1
(1 + —e? + 562 cos 2¢ + 2e cos ¢)

[(1 + ;62) + ep singp — éeQ cos 24

(9.24)

(9.25)
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L=10, e=0.1 L=10, e=0.25 L=20, e=0.75

/

-1000 -

Figure 9.5: Perihelion precession for different values of L and e, with GM = 1. The
dotted line is tThe Newtonian orbit.

The first term (9.25) is a constant displacement and the third term oscillates around
zero. But the second terms makes the correction increase with the successive orbits. We
will consider the simplified solution
3G%*M?e . , 3G2M?
Tgb sing =1+ecos[(1 —a)p] with a= I
where we have used a Taylor expansion for the second equality. This contains all the
contributions we are inferested in.

g =1+ ecos¢d+ (9.26)

This implies that at each successful orbit the perinelion advances by an angle

6G2M?2

Ap =2ma = 2

(9.27)

The angular momentum L can be related o parameters of Newtonian gravity as corrections
would be of higher order. This was successfully confirmed by the precession of Mercury
and provided one of the very first confirmations of general relativity.3

9.4 Gravitational Redshift

Consider an observer who is stationary in Schwarzschild metric and thus has four velocity
(U°,0,0,0). From g,, U*U*v = —1 we find that U° = (1 — 2G M /r))~*/2. From (4.22) we

3As always, real life is a bit more complicated. The theoretical prediction turns out to be
43” /century and the experimental value is 56017 /century. But the latter comprises Newtfonian
effects from the precession of equinoxes in our geocentric coordinate system and gravitational
perturbations form other planets. These sfill gave a gap of 43” /century which is precisely the
precession due to general relativity.



General Relativity 73

know that this observer will measure the energy, and hence frequency of a photon with
momentum p* as —g,,p"U" and thus, using the definition of E in (9.10)

2GM\ /? dt 2G M\ /2

w:<1— ) :(1_ ) E (9.28)
r dA r

As E is a conserved quantity, the frequency will Take different values at different ra-

dial distances. A photon emitted at r; and observed at r, will have frequencies related

as

%:<1—2GM/7“1>1/2N GM _ GM _| o o (9.29)

w1 1— QGM/’I"O

where the approximation is valid for r < 2GM and ®; is the Newtonian potential.

As we climb out of a potential field, ®, increases and the frequency decreases: this is
gravitational redshift. Photons that fall into a gravitational fields are blueshifted.

le (I)l

Wo = (1 + ‘1)1 — (Do)wl

Figure 9.6: Gravitational redshift

9.5 Birkhoff’s Theorem

We prove Birkhoff's theorem in four dimension by explicit calculation. I.e. we want to show
that the most general spherical symmetric metric in vacuum is the Schwarzschild solution.
We can write the most general spherical symmetric solution as

ds* = —U(t,r)dt* — 2V (t,r)dt dr + W (t,r)dr* + X*(t,r)dQ? (9.30)

where dQ? = df? + sin? 0dp?. Here U,V,W and X are functions of ¢t and r that we will
determine by solving the EFE in vacuum.

First we show we can get rid of the function X. Define 7 = X (t,r) so that drF =
0 Xdt + 0,Xdr. The angular part of the metric is now simply #2dQ? and the other terms
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receive an additional contribution depending on X. Their form is not important, but the
fact is that we can now write the metric as

ds® = —U(t,r)dt* — 2V (t,r)dt dr + W (t,r)dr* + r2dQ> (9.31)

where we have deleted the “on r and U,V and W are functions different form the original
ones.

In order to get rid of the cross term, define dt = ((t,r)U(dt + Vdr) and define a
function ®(t,r) that satisfies 3;® = (U and 9,® = ¢V, so that dt = 9,®dt + 0, ®dr is a
total differential. From 9,0,® = 0,0,® we get 9,(¢V) = 9,(CU) which can be solved for (.
This shows that such a redefinition to ¢ is always possible. Again the detailed form need not
worry us. Now insert dt = (T'Udt — U~'Vdr in U(t,r)dt? 4 2V (t,r)dt dr and get

U (¢ Ul - U™'WVdr)? + 2V (U NE— U WVr) dr (9.32)
The cross term is
(—2u¢'UTtUTtV +2vtu T didr =0 (9.33)
and thus disappears.

We have thus shown that the most general spherical symmetric metric in four dimen-
sions is of the form

ds® = —A(t,r)dt* + B(t,r)dr* + r2dQ? (9.34)

for some functions A and B. Note that so far we have only used symmetry arguments to
obtain this form. We will now use the EFE to defermine these functions. The Ricci tensor
is found o be

R _6TA+83A_8TA 8,.A+8TB 9B OB %jLatiB
"B "2B 4B \ A B oB ' 4B \ A B

o, B
fir =%
R _8TB_83A+8TA arAJrarB +8§B_8tB %Jrat—B
" rB 24 4A \ A B 24 4A \ A B

1 r (0,A 0O.B

R%—l‘B‘zB<A - B>
Ry, = sin? 6 Rgg (9.35)

For completeness we also show the curvature scalar.
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R 8,A0,B  9,Ad;B N (0:A)?  20,A
- 2AB? 242B 242B  rAB
_RA (8B 9B  20,B 2 2

AB oA taB T B BT (9.30)
The EFE Ry, = 0 implies that
B =0 (9.37)
Plugging this info Ry = 0, R, = 0 and Rgg = 0 we get
0— oA  92A _ oA [(0.A N o-B
rB 2B 4B \ A B
0= 0.B  02A n oA (0. A n o.B
rB 24 44\ A B
O:l—l—L oA OB
B 2B\ A B
(9.38)
From the last equation we get
2(B—1
OrInA = g +0,InB (9.39)
T

As B is independent of ¢ so is the RHS and hence Orln A is a function of r only, call it
h(r) . We can integrate this as In A = [ h(r)dr + g(t) where g is an arbitrary function of ¢.
Thus A is the product of a function of r and of a function of ¢, say A(r,t) = a(r)f2(t). But
we can then always redefine dt = f(t)dt and this will get rid of the f(t) in the metric. We
thus conclude that the most general spherical symmetric solution to the EFE in vacuum is
time independent and of the form

ds? = —A(r)dt? + B(r)dr?® + r2dQ? (9.40)
In order to find A and B fake the combination Ry /A + R,./B = 0 which eliminates the

second derivative and gives
1 /0,A O.B
1~B<A+B>_O (9.41)

which implies that 9, ln AB = 0 or AB = k for some constant k. Plugging this info Rgg = 0
gives

(9.42)
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or k=10, A+ A. This is solved by A = k + a/r and thus the metric becomes
~1
ds? = — (k+ =) +k (k+ =) dr?+r2ag? (9.43)
r r

Requiring that this becomes the Minkowski metric at r — oo fixes k = 1 and requiring that
this reduces to Newtonian gravity in the weak limit sets a« = —2GM so that finally

2G M 26 M\
ds? — (1 N G> dt? 4+ <1 _ G) dr? + r2d0? (9.44)
r T

This proves the Birkhoff theorem in four dimensions: Schwarzschild metric is the only
solution to the EFE equations that is spherically symmetric. Note that we did not have to
require the meftric to be static, it is a consequences of the EFE and the symmeitry.



Chapter 10

The Schwarzschild Black Hole

10.1 To the Boundary or not to the Boundary? That is the Question.

Consider radial lightlike curves in a Schwarzschild metric, ignoring the angular part,

2GM 2GM\ !
O:d52:—<1— ¢ >dt2+<1— ¢ > dr? (10.1)
T T
Thus
-1
a _ (1 _ 2GM> (10.2)
dr r

As r — oo we have dt/dr — +1 and the lightcones are at a 45° angle. As r becomes
smaller dt/dr becomes smaller and the lightcones "close up". At the Schwarzschild Radius
r = 2GM, we have dt/dr = 0 and the lightcone is completely flattened, see the figure
below.

“r

EWS?@@

r=2GM

Figure 10.1: Lightcones in the Schwarzschild metric close up as r — 2G M. It seems
like particles, massive or massless, are never able to reach that radius.

77
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One would think that particles, massive or massless, are never able to reach the radius
r = 2G M as they have to stay in their lightcone. This is however a direct result of the choice
of coordinate system. Equal time intervals for a traveller going towards a the Schwarzschild
radius are perceived by an outside observer o increase as the traveller comes nearer to
that radius. It turns out that the traveller will not notice the boundary at all and can travel
straight through it. It is just the outside observer that will never see this happen.

10.2 The Event Horizon

But there is still something special going on. This is best seen by change coordinate system
from (¢,r) to (v,r) where

.
— ith “— 4 2GM 1 (7—1) 103
v=t+r wi r r+2GM ln SO ( )

r* is known as the Tortoise Coordinate and the (v, r) are the Eddington-Finkelstein Coor-

dinates. The radius r = 2G M has now moved to r* = —oo. The meftric becomes
2GM
ds? = — (1 — > dv? + 2dv dr + r2dQ? (10.4)
T

Note that the metric has no singularities at r = 2GM and the determinant of the metric
is well behaved as well, g = —r%sin?§. Whilst the tortoise coordinate is only defined for
r > 2GM we can analytically extend the Eddington-Finkelstein coordinates to r < 2G M.

We can now find how the lightcones change when we approach r = 2G M. First note that
the solution to the lightlike equation (10.2) is simply t = +r* + ¢™.! We now determine the
lightcones in the Eddington-Finkelstein coordinates. For the plus sigh we have dt = +dr*
or hence dv — dr* = dr* and thus dv = 2dr* = 2(1 — 2GM /r)~tdr. For the minus sign we
have dt = —dr* or hence dv — dr* = —dr* and thus dv = 0. Thus the radial null curves are

1Tndeed, we have

2G M dr ( 2GM>‘1
— dr

= dr o S e —12GM

r

and thus

—1
2GM) dr

dt—:l:dr*—i(l—
T

which is the equation for lightlike paths.
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given by

—1
oy ad P_o(1- 26M (10.5)
dr dr

The former corresponds o incoming paths, the latter to outgoing paths. In the (r,v) plane
one boundary of the lightcone is at dv = 0, i.e. v = ¢'® and the other one starts at a slope
dv/dr = 2 at infinity, tilts and becomes infinity at » = 2GM but then confinues to filt
inwards so that for r < 2GM all particles, massive or massless will remain in the r < 2GM

region as per the fig. 10.2.

v

S

5 ;
r=2GM

Figure 10.2: Lightcones in the Schwarzschild meftric using Eddington-Finkelstein
coordinates (r,v), I. The lightcones filt inwards in » < 2GM and no particles can

escape to r > 2GM from there.

The surface r = 2GM is now locally perfectly regular, but it gives a global boundary
such that once a test particle, massive or massless, crosses itf, it cannot go back. Such
a surface is called an Event Horizon, a surface past which particles can never escape to
infinity. The region within the event horizon is called a Black Hole as nothing can escape
from it.2

Conftrary to popular belief and science fiction a black hole does not suck in all matter.
The exterior of a black hole is just the same Schwarzschild metric as outside of a star or
a planet. It is just that if you move beyond a certain point, there is no return.

Note that had we taken a coordinate v = t — r* in stead of v the metric would have
become

2GM
ds® = <1 — GT > du? — 2dudr + r2dQ? (10.6)

2We will see that this needs to be qualified in the quantum theory.
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and the lightcones would tilt as in fig. 10.3

(S;,éih

===
s

r=2GM

Figure 10.3: Lightcones in the Schwarzschild metric using Eddington-Finkelstein
coordinates (r,u), II. The lightcones filt outwards in R < 2GM and we can follow
past directed paths to this region.

What happened here? The fortoise coordinate r* is only defined for the region r >
2G M. By using the coordinates (r,v) we have been able to follow a particle info the future
in the region r < 2GM and by using the coordinates (r,u) we have been able to follow a
particle from the past in the region r < 2GM. So we have been able to extend spacetime
intfo past and future in the region r < 2GM. Are there more region to discover?

10.3 Moving through the Schwarzschild Radius

We consider a massive test particle that moves radially from a point at distance R from
the singularity towards the singularity. We set the proper time 7 and the time measured
by an outside observer t to be zero when the particle starts from rest.

We only consider radial movement, so that (9.10) tells us that L = 0. We can then
write (9.12)

2
(m) _2GM ) e (10.7)

dr r

As the particle is massive, we have used the proper time as the parameter and set € = +1.
The first equation of (9.10) becomses

dt E

dr ~ 1-2GM/r (10:8)
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The particle starts from rest so we have dr/dr = 0 at r = R and thus

2GM 2GM
=

- E=1-2"" 10.9
R . 7 (10.9)

In order to solve the equations, we intfroduce a parameter n defined by

GM

= ﬁ(l + cosn) = Rcos®n/2 (10.10)

r

Note that at the horizon ry = 2GM we have 2GM = GM /(1 — E?) cos? ny from which we
get

Ny = 2arcsin (10.11)

At the singularity we have r = 0 and hence ng = m, whereas at the initial point r = R we
have n; = 0.

Straightforward algebra allows us to write (10.7) in terms of n as

d 2
<T) = (1— E?)tan2/2 (10.12)
dr
and (10.8) as
2
dt ___Ecosn/2 (10.13)
dr  cos?n/2 — cos?ny /2
From the definition of 5, we also have
dr .
= —Rcosn/2 sinn/2 (10.14)
Ui

Because we are considering an in-falling test particle we have dr/dr < 0 and (10.12)
becomes

d 2GM
d—r:—\/l—EQtann/Qz— Cj% tann/2 (10.15)
-

dr dr dr R R R
2T R 2p/2 =24 — (1 10.16
dn ~ dr dn \/2(¥7MCOS 2= 5\ saar L+ eosn) (10.6)

which we can integrate as

and thus
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_A i( + sinn)
T= 9V agp\TT N

which satisfies the boundary condition that 7 = 0 at n = 0.

Similarly we have

ﬁ_ﬂdj_E/R cos*n/2
dn  dr dnp 2GM cos?n/2 — cos® ny /2

which solves as

R |1 . tanng /2 + tann/2
t=FE\/—— |= 1-— E? 2GM 1
2GM [2("+Sm”)+( )77] TG  log /2 — tann 2
Finally
d dr d
d—;:d—:d—:}:—Rsinn/Q cosn/2:—§sin77

which solves as

r= g(l + cosn)

(10.17)

(10.18)

(10.19)

(10.20)

(10.21)

Egs (10.17), (10.19) and (10.21) are what we need to analyse the frajectory. Fig.10.4 shows

the trajectory for GM =1 and R = 10.

. . . . , n 0 . . . . . I 0 . . . . . o
.0 05 1.0 15 20 25 3.0 00 05 1.0 1.5 2.0 25 3.0 00 05 1.0 1.5 2.0 25 3.0

Figure 10.4: Trajectory for a massive fest particle radially moving fowards the

singularity of a Schwarzschild black hole, 1
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Figure 10.5: Trajectory for a massive test particle radially moving tfowards the
singularity of a Schwarzschild black hole, 11

There are three special points:
e 1 = (0 corresponds to the initial point withr = R=10and t =7 = 0.

e 1 = m corresponds to the singularity. It is reached in a finite proper time

TR R

<\ 2cur uozz)

TS =

in our example this is 7g = 5v/57 ~ 35.12. But the singularity is never reached for
the external observer: as n — ng we see that the observer time goes to infinity.
Fig. 10.5 shows that in that case r approaches the horizon, r = 2GM

e 1 =ng with

2GM
r

=00 (10.23)
r=2GM

ng = 2arcsiny/1 —

It takes an infinite amount of time for the the external observer to see the tfest
particle reach that point. For the test particle itself it takes only a finite amount of

proper time
i L 2arcsiny/ 1 25 +sin [ 2arcsin4/1 2
TH = ——=14{| —— i - i i - —
B=5r\ 2cMm V R V R

(10.24)
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in our example this is 7y ~ 33.70.

Let us assume that the test particle is a space fraveller and she is moving towards the
singularity for research purposes and is asked to send us as much information as possible
during his travel. Let us first consider what happens when she crosses the event horizon. In
fact, she will notice nothing in particular when this happens. This is just a smooth transition
that will happen at her proper time 7p. But we already know that once she has crossed
the event horizon, she, or any information she would like fo send cannot go beyond the
horizon. So she will notice that any question she may ask an observer outside the event
horizon will remain unanswered, but that she can still receive information for that observer.

But what happens a bit earlier as she reaches the event horizon? Let us assume that
she sends a signal to the external observer with a fixed frequency, i.e. every At seconds.
For the external observer, these will arrive not with constant frequency, but with longer
and longer time spans between them as illustrated in fig. 10.6

At

: L]
1.6F
15F .
1.4} .

[ .
1.3F o

L L]

: L]
1.2F o

: L]

[ ...'..
11lp ............o-

L L L L L AT

0.5 1.0 1.5 2.0

Figure 10.6: Trajectory for a massive test particle radially moving tfowards the
singularity of a Schwarzschild black hole, III

In fact, it will take an infinite amount of fime for the external observer to see her
reach the event horizon, so he will never receive the signal sent at the exact point of
crossing, and the signals received before crossing will be extremely wide spread. The space
traveller can provide more information by increasing the frequency of the signal as she
approaches the event horizon. But sending signal requires al least one bit of energy, and
so the higher the frequency of her signals the higher energy she needs. This energy must
be with her somewhere from the start and if it is high enough it will have an impact on
spacetime itself, altering its curvature and invalidating the assumption that we are working
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with a Schwarzschild meftric.

This is a theoretical approach and will not happen. In reality, tfidal forces are likely to
rip her apart before she reaches that point.

10.4 The Kruskal Coordinates

First we go from the coordinates (r,t) to (u,v). The metric becomes

2GM
ds? = — <1 L2 ) du dv + r2dO? (10.25)

r

where r is defined implicitly via

r
Cw= 2t = 2 4 4G M (7—1> 10.26

v—u r r+4GM In Teivi ( )

It turns out that the horizon r = 2GM is still at an infinite distance, i.e at v = —o0 or

u = +00, so these coordinates are not useful yet. We thus bring them to finite values using

e+v/4GM

=+ and @ = —e W/AGM (10.27)

Next we move to coordinates

1 r 1/2 t
— (& =N — - r/AGM _;
T 2(U+u) (QGM 1) e Smh4GM
N V2 oM t
R—i(v—u)— (QGM_1> e cosh4GM (10.28)

which we have expressed in terms of the (r,¢) coordinates as well. The meftric is now

_BRGM _aem
T

ds? (—dT? 4 dR?) + r?dQ? (10.29)

with now r implicitly defined from

T2 — R = (1 ) el/2GM (10.30)

2GM

The coordinates (T, R, 0, ¢) are called Kruskal Coordinates or Kruskal-Szekeres Coordi-
nates. The allowed values of the (R, T') coordinates are

ReR and T? < R>+1 (10.31)
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The latter condition comes from (10.30) and the realisation that the function (1 —x)e® has
a maximum at one.

From the metric we see that the radial lightlike curves have dT? = dR? and thus
T = +R + ¢ lightcones have 45° angles. From (10.30) we also see that r = ¢ curves
are hyperbolae T? — R? = ¢'® and from the fact that T/R = tanh(t/4GM) curves of
constant t are straight lines with slope tanh(¢/4GM).

The fact that R and T seem to become imaginary for r < 2G'M should not worry
us. We only relate them to (r,t) for r > 2GM but continue them for all values of (R,T')
satisfying (10.31). All of this is summarised in the Kruskal Diagram in fig. 10.7.

r=2GM,t = 4od

Figure 10.7: The Kruskal diagram for the Schwarzschild metric

Each point on the Kruskal diagram has a two-sphere. The Schwarzschild spacetime
ends at the r = 0 boundary, so the grey areas do not form part of it. The thick black
diagonals are the event horizon. Lines of constant ¢ are straight dashed lines through the
origin. Lines of constant r are the hyperbolae. Recall that lightcones are at 45° angles in
the Kruskal diagram. We also identify four different regions

I. This is the spacetime region outside of the event horizon r > 2GM, the patch
where we defined the original (r,t) coordinates.

II. This is the region within the event horizon r < 2GM that we would reach if we
would follow future directed paths from region I. Note that because lightcones are at
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45° angles, once we have crossed info region II all paths automatically lead to r =0
i.e. to the singularity. Remark that this is not the case when you are in region 1.

III. This is the region within the event horizon r < 2GM that we would reach if we
could follow past directed paths from region I. Whilst things can escape from this
region to us in region I, nothing from our region can get into there. It is therefore
known as a White Hole.

IV. This region could be reached from I if we could follow spacelike geodesics. It
is theoretically possible to connect it with region I via a Wormhole or a so-called
Einstein-Rosen Bridge.

Note that the Kruskal coordinates (10.32) require r» > 2G'M for the square root to be
real. Hence these coordinates are only valid outside the event horizon, and so let us denote
them by T, and R,. Inside the event horizon we can define them as

r 1/2 t
_ _ r/AGM
Ti < 2GM> € cosh 4GM
r 1/2 t
_ _ r/AGM
Ry ( 2GM> € sinh AGM (10.32)

At R=2GM wehave T, =R, =T, =R; =0

10.5 The Conformal Diagram of the Schwarzschild Spacetime

The conformal diagram is obtained by fransforming the (@, @) coordinates in (10.27) to

U 0y
U = arctan and V = arctan (10.33)
V2GM V2GM
with ranges
U,V,U+V€]—g,+g[ (10.34)

and is
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iT: future timelike infinity
i~ : past fimelike infinity
i0: spatial infinity

Jt: future null infinity

J ~: past null infinity

Figure 10.8: Conformal diagram for the Schwarzschild spacetime

The r = 0 singularities are straight lines stretching from timelike infinities from region
I to region IV. Note that the future and past timelike infinities i+ and i~ are different from
r = 0. Indeed there are many timelike geodesics that do not end in r = 0. Lightcones here
are again at 45°.



Chapter 11

Black Holes from Stars

11.1 The Schwarzschild Black Hole from Star Collapse

The Schwarzschild radius is typically much smaller than the radius of a star, so it is irrelevant
as within a star there is no vacuum and no Schwarzschild metric. But if a star shrinks by
gravitational collapse and lies within the Schwarzschild radius then this becomes relevant
and the star has become a black hole. The conformal diagram of a collapsing star is given
below.

Figure 11.1: Conformal diagram for a black hole from a collapsing star, I. The dashed
line is the event horizon.

The shaded area is not vacuum; it is the interior of the star and bounded by the radius
of the star r = rsqr. A massive particle will start from the far past in ¢~ and will follow a
timelike geodesic. It may either end at future timelike infinity ™, or if it crosses the event
horizon, represented by the dashed line, it will end in the singularity r = 0.

Sewing Spacetimes together

We can understand this conformal diagram by sewing fogether conformal diagrams of
Minkowski and Schwarzschild spacetime. Let us assume that we have a thin spherical shell

89



90 Black Holes from Stars

of photons in Minkowski spacetime moving radially towards the origin. We can represent
this by the following diagram, where the spherical shell of photons is shown as a double line.
The double line is at 45° and so represents a photon propagating. It starts at a past null
infinity J— and propagates towards the origin, which is the vertical line in the Minkowski
conformal diagram.

N\

Figure 11.2: Spherical shell of photons in Minkowski spacetime

Suppose now that the spherical shell of photons has sufficient energy to form a black
hole. We then need to use the conformal diagram for a spherically symmetric solution
around of a black hole as shown below. Here again the double line is the photons propagating
at a 45° angle, crossing the event horizon (r = 2GM) and finally hitting the singularity (the

squiggly line r = 0).
r=20 it
‘ J+
‘7

Figure 11.3: Spherical shell of photons in a Schwarzschild spacetime

But this picture is not entirely correct as we are trying to describe the formation of a
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black hole. Before the shell of photons arrives, spacetime is Minkowski and thus for the
region To the left and below of the double line of the Schwarzschild conformal diagram we
nheed to use the Minkowski conformal diagram. And above and to the right of the Minkowski
conformal diagram we need to use the Schwarzschild conformal diagram. We thus need to
cut and sew the two diagrams with the appropriate parts, which will give something of the
form

Figure 11.4: Conformal diagram for a black hole from a collapsing star, 11

Before the shell arrives we have a Minkowski spacetime and afferwards we have a
Schwarzschild spacetime with a black hole. This spacetime diagram of a black hole forming
reveals something quite interesting and surprising, as shown in fig. 11.5. Suppose you are
living at the origin and the field is so weak that spacetime is Minkowski. Your worldline is
then the vertical line at » = 0. Assume you are at a point P at a fime ¢; on that line. You
can take a rocket and blast off and stay within your lightcone always beyond the dashed
line. But if you are at a point Py at a time t9 then you will always stay left and above the
dashed line.

Figure 11.5: Doomed by your blissful ignorance
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But the dashed line is tThe event horizon of the black hole. Thus at time ¢; you may still
escape outside the event horizon, but at time t5 you will stay within the event horizon and
as we have seen you will be inevitably drawn to the singularity and get ripped by the tidal
forces. This is the case even though at that time you have no idea that the spherical shell
of photons is coming at you and you are still enjoying the quiet life of Minkowski spacetime.
Indeed, no photons from the spherical shell can have reached you at that time. But you
are doomed to be crushed in your blissful ignorance.

11.1 The Tolman-Oppenheimer-Volkoff Equation

In order to understand the gravitational collapse of a star, we need to start with un-
derstanding solutions of Einstein’s equations in a star. Thus we look for static spherical
symmetric solutions with a non-zero energy-momentum tensor. The most general form of
such a meftric is

ds? = —e2* ") dt? 4 ¥ ar? 4 12d0? (11.1)

One could add a prefactor €27(") to the dQ? terms, but by defining # = ¢7(")r one can get
rid of the exponential in the coefficient of dQ? and so equivalently one can set y(r) = 0.
Using Mathematica we find for the non-vanishing components of the Einstein tensor

Gy = 2@ B)p—2 (62’8 +2rp — 1)
Gyp =172 (—62’3 +2ra’ + 1>

Gog =e 2Br [7“0/’ +a (1 — 7'6’) +ra/? — 5’]
Gop = e 2Prsin?0 [ro// + o (1 — Tﬁ') +ra? — ﬂ'] = sin’ 0 Gog (11.2)

We take the energy-momentum tensor to be that of a perfect fluid T}, = (p+p)U, U, +
pgw With p = p(r) and p = p(r). We take the four velocity in the rest frame of the star, U, =
(4,0,0,0). From —1 = ¢g"U,U, we find u = e®. Thus T}, = diag(e**p, e*’p, r?p,r%sin? 0 p).
There are then three independent Einstein equations

8TGp=ePr=? (62/3 +2rf — 1) (11.3)

8rGp=er? (—626 + 2ra’ + 1) (11.4)
1

8rGp=e 2’ [o/’ ++a? — a8 + (- /D”)] (11.5)
T

Replace (r) by a new function m(r) defined by

G280) _ [1 _ 2Gm(r>] - (11.6)

r



General Relativity 93

Eq. (11.3) then becomes very simple

) = 47rr2p(r) (11.7)

which can be infegrated as

m(r) = 4w /T p(s)s? ds (11.8)
0

If we wish to match the metric at the boundary of the star R, then we need m(R.) = M.,
with M, the mass of the star. Thus M, = [ p(r)r?dr and it looks like m(r) is the integral
of the energy density over the interior of the star and m(r) is the mass within radius r.!
Eq. (11.4) now becomes

da(r)  Gm(r)+4xGrip
dr— r[r—2Gm(r)]

(11.10)

Rather than using Eq. (11.5) we use momentum conservation VvV, T"" = 0. It furns out only
the v = r equation is nontrivial
da dp
—_— = 11.11
(p+p)- =2 (11.11)

Eliminating da/dr from the last two equations gives an equation for hydrostatic equilibrium,
the TolIman-Oppenheimer-Volkoff Equation

d£ _ (p + p)[Gm(r) + 4nGr3p)
ar rlr = 2Gm(r)] (11.12)

Since m(r) is a function of p this is an equation that links the energy density and the
pressure inside a star. We can now add an equation of stafte of the firm p = p(p) fo
eliminate one of the variables. A simple choice is the polytropic equation p = Kp" for
constants K and . An even more simple assumption is that the star is incompressible, so
has constant energy density p.. This implies that

4 4
m(r) = g?TT‘Sp* for r <R and m(r) = §7TR3p* =M for r<R (11.13)

This is not really correct as the three dimensional volume elements is e¢*?r2 sin §dr dfd¢ and
the actual integrated energy density is

M =4n (11.9)

L L A
/0 p(r)rie r= 7T/0 TN r

The difference is the binding energy from the mutual gravitational interaction of the fluid components

of the star, Ep = M — M > 0.
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The solution fo the hydrostatic equilibrium equation turns out to be

RVR —2GM — VR3 — 2GM7r?
p(r) = —
3RVR —2GM — vVR3 — 2G M2

Charts for pressure in such a star are shown in fig. 11.6 for fixed mass and varying radius
and for fixed radius and varying mass. We see that for R = 9GM /4 the pressure at r =0
becomes infinite as the denominator of (11.14) becomes zero. This means that for a given
radius there is no static solution when M > 4R/9G. A star that shrinks fo that level must
inevitably keep on shrinking, eventually reaching R < 2G and forming a black hole.

X Py (11.14)

Fixed mass Fixed radius

p(r) p(r)

Figure 11.6: Pressure in star of constant energy density. The left chart is for
constant Mass, GM =1, p, = 1 and R = 9/4,10/4,3 and 4. The value R for a
given curve is where it crosses the x-axis. The right chart is for constant radius
R =1 and varying mass, from top fo botfom M = 4/9G, (4—1/4)/9G, (4—1/2)/9G
and (4 —1)/9G.

The assumptions for this tfo be valid are pretty strict, but it turns out they can be
considerably weakened and the Buchdahl’s Theorem stafes that any reasonable static
spherical symmetric solution of the inferior of a star must have M < 4R/9G.

11.2 General Considerations

Not everything turns intfo a black hole. Planets are typically too small for gravitational
collapse to occur. Stars can be large enough, but the heat of the fusion provides the
pressure to balance this. When the fusion stops, gravitational collapse starts. There are
then two possible outcomes

e Fermions are pushed so closely fogether that Fermi degeneracy, i.e. the Pauli exclu-
sion principle, stops any further collapse. The star becomes a White Dwarf and this
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is how the star ends. Heavier fermions need higher densities for the Fermi principle
to play a role, so it is mainly electrons that are in play. Most stars end like that and
their size is typically like that of the earth.

e If the star is heavier than the Chandrasekhar Limit of approx 1.4Mg then gravita-
tional pressure can overcome the electron degeneracy and the star shrinks further.
Electrons combine with protons to form neutrons and the result is a Neutron Star, of
radius typically 10 km. These are low luminosity, rapidly spinning objects with strong
magnetic fields with jets of particles coming from their magnetic poles. These are
Pulsars. Heavy neutron stars may collapse further and it is believed that there can
be no neutron stars heavier than the Oppenheimer-Volkoff Limit of 3-4M;. We
know of no denser structure than neutron stars, so it is believed that the end result
of this last collapse is a black hole.

These ideas are elaborated in more details in the next section.

Note however that black holes can come in many guises. The most common seem to
be from the collapse of heavy stars as described above. There are also supermassive black
holes with masses of 10% to 10 solar masses that are found at the center of galaxies. There
are also black holes with masses between those ranges. There is also some speculation
about the existence of micro black holes that originated from the very high density just
after the big bang.

11.3 The Collapse of a Star: The Chandrasekhar Limit

Consider a star o be a self-gravitating ball of hydrogen atoms supported by thermal equilib-
rium.2 The total energy is then E = Egray+ Eiin, With Egray ~ —GM?/R and Eiin ~ nR? (E).
Here R is the radius of the star, M its mass, n the total number of hydrogen atoms and
(E) the average kinetic energy of the atoms. The pressure is given by P ~ nkT.

When fusion stops the star cools and contracts. However the fotal pressure does
not go to zero due to the Fermi degeneracy; the Pauli exclusion principle dictates that
fermions cannot all lump together. The degeneracy occurs first with the lightest fermions,
i.e. the electrons; each needs to occupy a cube with side of the order of its Compton
wavelength. Thus for the electron density we have ng '/ ~ h/ (pe) with p. the average
electron momentum.

First assume the electrons are non-relativistic, (E) ~ (p.)? /me. Since the degeneracy

2For simplicity we will ignore numerical pre-factors and only add them at the end when we need
to work out specific numbers.
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comes from the electrons we have n = n, and

2/3 5/3
(pe)? e n2n? N n/* 12 R3
Mme Mme me

Exin ~ neR? (11.15)

The bulk of the mass sits in the protons so that M ~ npR3mp and as n. = n, we have
ne ~ M/myR3. This gives

R2 M\ 1
Euo o~ — [ — 11.16
kin Me (mp> R2 ( )
and thus the total energy
a f
E~—— 4+ = 11.17
R + R? ( :

with o and S positive constants for fixed M. The general form of the energy is shown in
fig. 11.7

E(R)

Ve :
Figure 11.7: Total energy in a star

The energy has a minimum, i.e a stable configuration, when Rmyin ~ 5/a, i.e.

2 5/3 2
R = 1= <M) omr— " (11.18)

e \Mp M1/377"Lemf,/3

This stable configuration is a White Dwarf. At equilibrium, the electron density is

M 3_7‘[2 3,4
© myR3, ho '
P~ min

We assumed that the electrons where non-relativistic. This means that (p.) < mec, i.e.
(pe) /me ~ hni/g/mE < cor ne < (mec/h)3. For a white dwarf at equilibrium (11.19) this
means

G3M2m3m4 m363 1 ch 3/2
L < M<—|= 11.20
= <73 = < 2 (G> (11.20)
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If M is larger than the electrons are relativistic and their kinetic energy is then (E) =
(pe) ¢ = hen/3. The kinetic energy is then

4/3 M3
FEyin ~ neR3 (E) ~ th?’n‘c}/?) ~ heR? <mpR3> ~ he (mp> = (11.21)
The fotal energy then becomes
a B
E=——+4+= 11.22
=t R (11.22)

with o and B positive constants for fixed M. Equilibrium is now only possible if a = B or

3/2
Mot (hc> (11.23)

2
mpG

If M is smaller than this value that equilibrium can only exist if the radius is larger and
the electrons becomes non-relativistic and the star is supported by electron degeneracy
pressure. If M is larger than this value, then the radius of the star must continue fo
decrease as electron degeneracy cannot support the star. This thus defines a critical
mass, and corresponding critical radius

1 (he\*? 1 (B\"?
Mo~ — | = d Ro ~ — 11.24
© m2 (G) an © memy <G0> ( )

above which the radius of the star confinues fo decrease and a white dwarf cannot exist.
This is the Chandrasekhar Limit. Re-instating all numerical values gives M¢ ~ 1.4 M.

11.3 Neutron Stars

The energy of the electrons in a white dwarf are of the order of the Fermi energy, i.e.
the energy difference between the highest and lowest occupied single particle states in a
system of non-interacting fermions. This Fermi energy must be smaller than m.c? or the
electrons would be relativistic and cannot support the star. This means that there is not
sufficient energy in a white dwarf for inverse 3 decay e~ + p* — n + v, To occur. Indeed
this reaction would need an energy of at least Amy,c® with Am,,, the mass difference
between the neutron and the proton and we know that Amy,, ~ 3m. > m.. So for inverse
B decay to occur we need energies of at least 3m.c?, which is not available in white dwarfs.

But if the mass of the collapsing star is larger than the Chandrasekhar limit then the
star will continue to collapse until that energy level is reached. Inverse 8 decay will then
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happen and protons and electrons will combine info neutrons and neutrinos, and the latter
will just fly out of the star as they react with only extremely weakly with anything. Without
neutrinos, there is no reaction of the form n + v, — e~ 4 p that can create an equilibrium.
Also B decay, ie. n — e~ + pT + . cannot occur as they would need an energy level
Amnpc2 for the electron that was created, but all these energy levels are already filled
if the Fermi energy, i.e. the level of the highest occupied state, is higher than that. In
other words, all protons and electrons convert into neufrons and the star will continue o
collapse up to the point where neutron degeneracy pressure Kicks in.

We can use the same approximation as for electron degeneracy. The critical mass is
independent of the electron mass remains the same, but for the critical radius we need to
replace the electron mass by the proton mass

1 B\ oM
R~ L (h) ~ Bl (11.25)
my Ge c

which is basically the Schwarzschild radius. This basically means that our approximation of
flat spacetime that was implicit in our earlier Newtonian is not valid anymore, and we have
to give it a fuller general relativity treatment. In addition freating nuclear matter as an
ideal gas is not justified. However one can use a perfect fluid approximation and it then
turns out that there is a critical mass below which neutron stars are stable, M ~ 3 —4Mg,.
This is the Oppenheimer-Volkoff Limit. More massive stars continue to collapse and as we
know of no mechanism to stop it, we can only assume that they become very high density
object, eventually black holes,



Chapter 12

Black Holes: General Considerations

12.1 The No-Hair Theorem

The Schwarzschild black hole is just one example of a black hole and illustrates nicely
certain properties of black holes. One would naively think that there may be a plethora of
different types of black holes, but that is misleading. It furns out that black hole solutions
are fully determined by only a small humber of parameters. This is encompassed by a
so-called No-Hair Theorem that says that

stationary, asymptotically flat black hole solutions of gravity coupled
to electromagnetism that are non-singular outside the event horizon
are completely characterised by four parameters: mass,
angular momentum and electric and magnetic charge.

This deserves some comments.

e The restriction to stationary is not irrelevant as we expect this to be the end-state
of gravitational collapse. Non-stationary black holes will emit gravitational waves and
have there energy damped until they are stationary.

e We only mention electromagnetism because, as far as we know, this is the only long
range force — besides gravity of course - and hence the only force for which this is
relevant. For the weak and strong force we would need a quantum theory of gravity
and it is possible that the black hole would have different sorts of hair.

e This no-hair theorem is at the crux of the information paradox . We can throw in all
the stuff we want in a black hole but we only need a small humber of parameters
to describe it. Classically we might live with that as an outsider cant know what
happens inside the event horizon, but quantum mechanically this causes a paradox
as we discuss in more detail in section 17.3 on Hawking radiation.

99
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12.2 Definition of a Black Hole

The most important feature of a black hole is actually not the singularity but the event
horizon: the fact that there is a hypersurface beyond which nothing can escape. More
formally this means that there is a hypersurface that separates spacetime points that are
connected to infinity by a timelike curve from those that are not. By infinity we mean
far enough from the black hole in such a way that spacetime can be approximated by
Minkowski spacetime, i.e. is asymptotically flat. This means that its conformal diagram
future and past null infinity (where light rays start an end) J* and spatial infinity i® have
the same structure as the conformal diagram of Minkowski spacetime, i.e. it must be of
the form

—————

event horizon

past event

-
_______

Figure 12.1: Conformal diagram of an asymptofically flat spacetime

Recall from our discussion in section 3.3 that we defined the causal future J*(S) the
subset of a spacetime that can be reached by the causal curves starting in .S, where causal
curves are worldlines that are either timelike or lightlike. Similarly the causal past J~(.S)
is the subset of a spacetime that with causal curves ending in S. The future event horizon
can thus be viewed as the boundary of the causal past of future null infinity, i.e. 8J(J ™).
Similarly, the past event horizon is the boundary of the causal future of the past null infinity,

oJH (T ™).
12.3 Event Horizons as Null Hypersurfaces

It follows from this that an event horizon is a Null Hypersurface, i.e. a hypersurface %
defined by f(x) = 0 whose normal d,f is a null vector, 9*f0,f = 0, and hence also
a tangent to X. This is the case because the boundary is lightlike. Null hypersurfaces
are generated by null geodesics z#(\), whose tangent vectors £# are necessarily a linear
combination of the normal vectors, as they are also tangent vectors
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where gM¥ appears because it is the only covariant tensor available. If we chose the function
h(z) so that the geodesics are affinely parametrised we then have ¢2 = 0 and ¢ - VE# = 0.
For a future event horizon, the generators of the null hypersurface may have an end in
the past, but they will always continue indefinitely into the future and vice versa for a past
event horizon.

12.4 The Singularities of a Black Hole

As we have seen with the Schwarzschild metric a singularity in the metric could very well
be a coordinate singularity that disappears by a judicious choice of coordinates. So how do
we find the real singularities of a given metric. We could, of course, compute scalars such
as the Kretschmann invariant K = RF“P° R, ,, and many others, until we find a singularity,
but this is computationally too hard.

For the metrics we will consider, stationary and asymptotically flat metrics with event
horizons that have a spherical fopology, there is a neat way to find the singularities. As
the metric is stationary there is a Killing vector 9; that is asymptotically fimelike and we
can chose our metric to be independent of t. On a hypersurface t = ¢'® we can chose
coordinates such that the metric at infinity looks like the Minkowski metric in spherical
coordinates. Hypersurfaces with r = ¢ are as r — oo now timelike cylinders with topology
R x S2, described by coordinates t x (6, ¢).

If our coordinates are such that as we decrease r from infinity the r = ¢™ hypersurface
remains timelike until we come to given value of r, where the hypersurface is null, then
this is necessarily an event horizon since in the region r < r, timelike paths will not be able
to go to infinity, and we have r, = ry.

In other words we can find event horizons by determining the points at which the r = ¢'®
hypersurface becomes a null hypersurface. But from the definition of a null hypersurface
in the previous section, we know that this happens when (9r)? = 0. Writing this out we find
g 0,r0,r = g"". Hence we conclude that for our cases of metrics an event horizon is a
hypersurface defined by

9" (re)=0 (12.2)

which is a much easier check than calculating quantities as the Kretschmann invariant. One
readily checks that this indeed works out for the Schwarzschild meftric.
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12.5 Singularity Theorems, the Cosmic Censorship Conjecture
and Naked Singularities

Singularities are nearly unavoidable in general relativity and are generally hidden behind
event horizons, although it is possible to find metrics with singularities from which signals
can reach null future infinity J+, and so are not hidden behind event horizons.

Singularity Theorems

There is a whole list of Singularity Theorems, inifiated by Hawking and Penrose, that
basically say that once a star collapses behind a certain point, it will necessarily evolve
to a singularity. We can find out that there is a singularity via Geodesic Incompleteness
which is the concept that there exists some geodesics that cannot be extended within the
manifold and end at a finite value of the affine parameter.

Collapse of a star has reach a point of no return if we have a Trapped Surface, which
is basically a fwo-dimensional submanifold from which nothing can escape. To illustrate
this consider a two-sphere in Minkowski spacetime at a given fime. Light rays from this
two-sphere can travel outwards or inwards, and will describe a shrinking respectively an
expanding sphere of light. But now consider such a two-sphere in of fixed radius r < GM
well within the event horizon. Both sets of light rays will evolve to smaller r, i.e. to the
singularity, as we have seen, and thus two a smaller two-sphere. That is we have a compact
spacelike two-dimensional surface such that all future directed light rays converge in all
directions. That is precisely a trapped surface.

With these concepts out of the way we can give an example of a singularity theorem:

Assume that the metric on a manifold satisfies the EFEs,
some generic conditions and the strong energy condition.
If the manifold has a ftrapped surface then there must
either a closed tfimelike curve or a singularity.

Before we elaborate a bit on the conditions, let us take a moment to understand what
this means. A trapped surface means that no timelike or lightlike geodesics can escape. So
any geodesic will either have to return on itself (i.e. it is closed) or it has to end somewhere
in the trapped surface, i.e. in a singularity.

Let us now elaborate on the conditions
1. Obviously the meftric needs to satisfy the Einstein field equations.

2. The generic conditions that the metric needs to satisfy are merely to ensure that
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certain metrics with special properties of the curvature tensor are excluded. They
are that (a) on every timelike geodesics with tangent vector U# there must be at
least one point on which R,,,-U*U? # 0 and (b) on every lightlike geodesic with
tangent vector k# there must be at least one point where ki, R, (kg kk? # 0

3. The energy-momentum tensor must satisfy the strong energy condition T,,, tHt" >
%Tﬁt”tv for all timelike vectors t#. Recall that for a perfect fluid this is equivalent to
p+p>0and p+3p > 0.

There are different singularity theorems in general relativity, but they all point out to
the fact that singularities are near unavoidable in all but the most time-dependent basic
spacetimes. This is a bit of a quandary because the equations of general relativity predict
singularities, but the theory is not valid at these singularities. Hopefully a theory of quantum
gravity can shed some light on this.

The Cosmic Censorship Conjecture

One fortunate fact is that it may turn out that singularities originating from gravitational
collapse in generic asymptotically flat spacetimes obeying the dominant energy condition
cannot be naked. Here a Naked Singularity is a singularity that is not hidden behind an
event horizon, i.e. a singularity from which signals can reach null future infinity J7+. Recall
that the dominant energy condition is that T}, t#t¥ > 0 for all fimelike vectors ¢# and that
T,,,t" is non-spacelike, which for a perfect fluid means that p > |p|. This statement is known
as the Cosmic Censorship Conjecture and remains to be proven. Note that this doesn't
say anything about the actual existence of naked singularities, just about their formation.
In fact we will see that there is a regime of a charged black hole that can have just such
a naked singularity.

If this conjecture is correct, then one can show that under the weak energy condition
and cosmic censorship tThe area of a future event horizon in an asymptofically flat spacetime
is hon-decreasing. This is known as the Area Theorem.

Note that this means that the mass of a Schwarzschild black hole, for which the area
is a monotonically increasing function of the radius, A R?g o M?, cannot decrease. This
is a statement of classical general relativity. We will see later that if gravity is coupled o
quantum fields, then the black hole can radiate and loose mass, via the so-called Hawking
radiation.

Note also that not all black holes have necessarily increasing mass. Rotating black holes
have, as we will see, an area of the event horizon that is a funtion of both the mass and
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the angular momentum and we can extract energy and hence decrease the mass of the
black hole by decreasing its spin.

12.6 Killing Horizons

A Killing vector has a Killing Horizon if there exists a null hypersurface along which that
Killing vector is null. Take as as example the Schwarzschild metric with the Killing vector?
KF =9, = (1,0,0,0). We have K? = g,, K*K” = —(1 — 2GM/r). As we enter info the
event horizon K2 turns from negative, i.e. timelike, to positive, i.e. spacelike, and on the
event horizon it is null. So this event horizon is a Killing horizon for the Killing vector 0.

Generally, one should not expect that event horizons and Killing horizons are closely
linked, but if the metric has time-translation symmetry we can, under certain generic
conditions, classify spacetimes.

First, it Turns out that in a stationary, asymptotically flat spacetime every event horizon
is a Killing horizon for some Killing vector field. Next, if spacetime also happens to be static
then that Killing vector is K* = 0, and represents time translations in that asymptotically
flat part. If however, spacetime is not static, but only stationary, then the metric will be
axisymmetric with a rotational Killing vector R* = 04 and the Killing vector of the Killing
horizon will be a linear combination of K* = d; and R = 0.

As an example we will see in chapter 13 on rotating or Kerr black holes that the event
horizon is a Killing horizon for a combination of K* = d; and R* = d, and that in particular
the hypersurface on which 9, becomes null is timelike and not null, and hence not a Killing
horizon.

We will not dwell into the conditions for when this classification is valid, bar it o say
that one can show that in the statfic case one does not need the EFE to show that the
event horizon is a Killing horizon for K*, i.e. this is a purely geometric fact and that for the
stationary case we need to make certain assumptions on the matter fields for this to be
valid.

Note that every Killing horizon does not imply an event horizon. Take e.g. Minkowski
spacetime ds? = —dt? + da? + dy? + dz? and consider the Killing vector for a boost in the
x-direction, i.e. K = z0; + td,. It has norm K2 = —z2 + t2 and thus becomes null on the
surface x = =+t, which are therefore Killing horizons. But we know, of course, that Minkowski
spacetime has no event horizons. In fact for Minkowski spacetime we can combine the
boost Killing vectors with Killing vectors from translations and rotations and we can move

We will be forgiven for the loose, but clear, notation we are using here.
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the Killing horizon all over spacetime. Non-flat spacetimes will have less Killing vectors and
the associated Killing horizons may have a more significant physical interpretation.

Killing Vectors as Generators of Geodesics on Killing Horizons

Let us approach Killing horizons in a slightly different way. From (12.1) we know that the
normal vector & to a null hypersurface ¥ defined by f(z) = 0 can be written as

g = dz(;) = h(z)g" o, f (12.3)

This hypersurface f(z) = 0 is thus a Killing horizon for a Killing vector k#* if it's normal is
null, €2 = 0 and if the Killing vector is proportional to that normal

et = ()" (12.4)

Let us illustrate this with an example. Consider the Killing vector k = 0; of the
Schwarzschild metric. It becomes null when 0 = k% = g, kHk* = gy = —(1 — 2GM/r),
thus the Killing horizon is the same as the event horizon and is defined by the hypersurface
f(z) =1—2GM/r. The hormal to this horizon can then be written as

€ =49, = hg'" 0, (—1 ¥ 2GTM) o

 2GM

= g (12.5)

2GM

as ¥ is defined by r = 2G M. We seem to have an issue because we would expect that the
normal fo 3 as defined by f(x) = 1 —2GM/r is 0, and that is certainly not proportional to
our Killing vector 0;. But we are saved by the realisation that the Schwarzschild coordinates
have a singularity at the event horizon, as g, — oo and so are not a good set of coordinates
to describe that horizon. We thus need to go to coordinates that are not singular at the
event horizon, e.g. the Eddington-Finkelstein coordinates of (10.4)

Oy = hg™"
‘2“ g

2G M
ds? = — <1 _ 26 ) dv® + 2dv dr + r2d9? (12.6)

r

The relevant components of the inverse metric are then ¢*" = 1,¢"Y = 0 and ¢"" =
(1 -=2GM/r), and the Killing vector is now k = 9,. We now have

1 h

BT _ T ur
h

=50 (L —26GM/1) O + 0]
h

- 5, (12.7)
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as on the horizon r = 2GM and the normal £ is indeed proportional to the Killing vector k
when using good coordinates.

Recall as well that £ is not just normal to X but it is also fangent to it. Indeed tangents
vectors t are by definition orthogonal to normal vectors, & -t = 0 but as £ is null by
construction we have €2 = 0 and so £ is also tangent to X. This means that there must
exist a curve z(A) in ¥ such that

e = dat /d\ (12.8)

It furns out that these curves are geodesics. In order to show this we first calculate
§PV &1, but not restricted to X:

EPV p&H =EPV ,(hg"” On f) (use (12.3))
=£P(0ph)g"" Ou f + EPRg"' N 40, f (Leibniz)
=&P(0ph)h™ ¢! + EPhg"' V0, f ((12.3) and 8,8, = 0)
=&PEl0,logh + £Phg"'V 0, f

=& dl;fh +hEPVI(RTE) ((12.8) and (12.3))
= fﬂdlog h +&PVHEE, — 528“ log h (Leibniz)
—5“‘“0“ + 50— 20" ogh (129)

Let us now evaluate this on X. By definition we have £2 = 0 so the last term vanishes. Now,
OrE? does not necessarily vanish on ¥, but as €2 is constant it means that t49,£% = 0 for
any tangent vector t#* of ¥ and so 8u§2 is hormal o ¥ and hence we have 8,@2 = af, for
some function a. We can thus write

dlogh 1
PV 1 = ¢h Og + ;a8 (12.10)
As h is an arbitrary function we can select a specmc choice by requiring 0 = 2d1°gh + «
which implies that
PV, =0 (12.11)

The reader will recognise this as the geodesic equation for x(\). Explicitly, by using (12.8)
we find

d?xH dx¥ dx”
+ I _
A2 VP AN dX
Eq. (12.10) is still a geodesic equation but with a non-affine parametrisation.

0= &PV ¢t = (12.12)

We have thus shown that the geodesics z#(\) with affine parameter X of a Killing vector
with tangent vectors ¢# = da#*/dA are normal to the Killing horizon and generate it.



General Relativity 107

12.7 Surface Gravity

To every Killing horizon we can associate a Surface Gravity which will be related to how
an external observer sees the acceleration of a static observer at the horizon.

Consider a Killing vector k associated with some Killing horizon. Along the horizon we
have by construction k#k, = 0, so it is a constant on the horizon and therefore V¥ (kk,,)
is also normal to the horizon. There must therefore be a function x(x), called the surface
gravity, such that

1
5 V" (K'h) = KAV, = k" (12.13)

We can also find this in another way. We know that the Killing horizon is a null hypersurface
and therefore a normal & satisfies (12.11), i.e. €YV, E* = 0. But we also know that the
corresponding Killing vector k# is related to the normal £# by (12.4), i.e. k¥ = 9(x)¢". Let
us now work out

KN R =KV, () = KV (0,9)EH + K V€1
=K (D)) R + PVt
= (kY0 log )kt = —kkH (12.14)
with
k = —k"0, log (12.15)

We can write the surface gravity in a number of nice forms by using the fact that &
satisfies the Killing equation V,k,,) = 0 and Frobenius theorem that states that k|, V, k) =
0 is a necessary and sufficient condition for k to be orthogonal to the horizon.

1. Combining these two equations we find that k,V,k, — k,V ks + ks V Kk, = 0. We
now contract thus with VFEY to find

(VEEN kW (Viks) — (VRE ) k) (V ko) + (VRE ko (V uky) = 0 (12.16)
We use the Killing equation on the second term to rewrite it as (VVk*)k,(V ko) =
(VFEY) kW (Vyks) where we have also interchanged the dummy indices p and v. This
gives
(VEE ko (V uky) = — 2(VFEN)EW(Voks) = =2(kMV KV )V kg
= + 26k"V, kg = =257k, (12.17)

where we have also used the definition of k. From this we deduce a simple formula
for the surface gravity valid at the Killing horizon
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K2 = —%(V“k”)(vukl,) (12.18)

2. We can also use Frobenius theorem and the Killing equation to write

3k, Vioky = kuVikp + kY ok + koY ik, (12.19)

Multiply this with k#VYEP. for the second ferm on the RHS use V,k, = -V, k,
and for the third term first intferchange the dummy indices p and v and then use
VPk, = =V, kP. We then get

3K kP Ky, YV Ky = Kk (VR (VoK) — 2(KPNVYEP) (K, VPE,) (12.20)

We now notice that the gradient of the LHS vanishes on the Killing horizon X. Indeed
the LHS is of the form 3WH"PW,,,, with WH"P totally antisymmetric. Therefore
Vo BWHPW ) = 6WHPN oW, and this vanishes on the Killing horizon because
Wyvp = k[uvykp] = 0 on X by Frobenius theorem. Let us now divide the LHS of the
above equation by |k|? and take the limit of being on ¥

RYALAVAS TV A v
lim IkIQM v —>g (12.21)

We can thus use I'Hospital's rule. But the gradient of the numerator is zero as we
have just seen and the gradient of |k|? does not vanish for non-zero x by (12.15).
We therefore find that on X

1 14 14
0= T2 (kuku(VVEP)(Vyky) — 2(KFVYEP) (K, VPE,)] (12.22)
or
2(kH*VYEP) (K V uk

(VP RP) (Vo) = 2 |k)|g nky) (12.23)

By (12.18) the LHS is just —2x2. In order to rewrite the RHS we work out

O (K ky)0p(KFky) VP (K E,)V,(KPky) (2K, VPk,)(2K4V ,ky)
2|k|? B 2|k|2 B 2|k|?
2P (K, 2KV EP) (K,

_2(kV k‘k)’gk Voky) _ 2(k*V k’k)‘gk V,uk,) (12.22)

Therefore
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iz 2 2
K2 = —% (12.25)

which is offen the most useful form to compute the surface gravity. Note finally that
introducing o2 = —k? we can also write this in the compact form

2 _ 2
k* = (0o) . (12.26)

where we have explicitly reinstated the fact that this is fo be taken on the Killing
horizon.

As Killing vectors can always be rescaled, the surface horizon is actually arbitrary, in
principle. However in a static, asymptotically free spacetime with time translation Killing
vector K = 9, we can set the normalisation lim,_ .. K2 = —1 and this fixes the surface
gravity of any associated Killing horizon. In a stationary asymptotically flat spacetime the
Killing horizon is associated with a linear combination of K = d; and R = 04 and fixing the
normalisation of K fixes the linear combination and so also the surface gravity.

Surface Gravity as the Acceleration of a Static Observer on the Horizon
We now claim that
in a static asymptotically flat spacetime the surface gravity is the acceleration

of a static observer near the horizon as seen by a static observer at infinity.

In other words, if you as an external observer far away from the horizon will see an observer
that is static at and w.r.t. o a horizon as having an acceleration equal to the surface gravity
of the horizon.

In order to show this, consider a particle near the horizon ¥, moving on an orbit of
the Killing vector k*, i.e. following a path x(7), where we take 7 fo be the proper time. Its
four-velocity is u* = dxz#*/dt and is proportional to k* as the Killing vector is normal to the
horizon, i.e. u* = ak*. To determine a we recall that the four-velocity satisfies u? = —1
so that o = —k? = 2. Note that is the same o that we used in (12.26). Thus

u = o k! (12.27)
The four-acceleration a* is given by

a =Du" /Dt = (da* /dT)V, ut = u’'V, ut
=o'V, (07 k") = oK [0 A(Vyo)kH + oKV k]
=0 2k'V, kH — 03 kFEYV 0 (12.28)
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Consider now the second fterm, it is

1
—0 3KV yo = — o PEHFEYN N — k2 = 50—%“/@”%#
=0 k' K,V kP =0 (12.29)

by symmetry arguments. Using this and rewriting the first ferm we find

1
at = — 50728"02 = o loto (12.30)

The magnitude of the acceleration is thus given by

a=./g"a,a, = ot 0,00,0 (12.31)

As the particle approaches the horizon, the square root becomes the surface gravity x but
o~ = (—k?)~Y/2 diverges as k? = 0 on the horizon. Thus the proper acceleration of a
particle following a path z(7) diverges on the horizon. However that acceleration measured
by a static observer at infinity will have a scale factor relating the proper time of the particle
to the coordinate time at infinity. Take as an example a Schwarzschild black hole, where
the Killing vector is simply k = 9;, we would then have dr? = —ggodt?, but we can write
this as dr? = —k“k”gw,dt? As this is a covariant expression it provides a natural way of
expressing the scaling factor in all cases and so dr = odt. Note that ¢ is nothing else but
the redshift factor.

Thus the acceleration of a test particle near the horizon as seen by a static observer
at infinity is equal to the surface gravity, which explains why it is called that way.

This consideration breaks down if spacetime is stationary and not static. In the station-
ary case K = 9y is still a Killing vector, but it wont become zero at the Killing horizon. The
surface where K2 = 0 is the Stationary Surface and corresponds to g; = 0. We will work
this out explicitly when we consider rotating black holes and see that on the stationary
surface one of the light rays is indeed stationary, and results in an infinite redshift. We will
see that in the spacetime between the event horizon and the stationary surface, called the
Ergosphere, timelike paths are necessarily dragged along the rotation of the black hole.

The Surface Gravity of the Schwarzschild Spacetime

The time translation Killing vector is K = 9; = (1,0,0,0), therefore 02 = —K? = (1 —
2GM/r) and so o = /1 — 2GM /r. The Killing horizon is given by K2 = 0 hence r = 2G M.
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We now use (12.26)

2 = g 9,00, = §'"0,00,
e Y SR A NPV
2
- ( ) 2GM) [ 1 2GM ‘
- B 2
r 2\/1-2GM/r M
1
= 12.32
(4G M)? (12.32)
and so
_ ! (Schwarzschild spacetime) (12.33)
T AGM P '

We can also compute the acceleration of a static observer. The static four-velocity is
ut = (w,0,0,0). Requiring u?> = —1 gives w = (1 — 2GM/r)~'/2. The acceleration is given
by a* = u’V,u* which gives the components (0, GM/r?,0,0) and a, = (0, GM/[r*(1 —
2GM/r)],0,0) and so

GM
a = +/ata,, =
2 /T 2GM)r

and we see that it indeed diverges for the static observer at the horizon. However for an
observer at infinity watching the static observer at the horizon, we need to multiply by
0, = V—k?=/1—2GM/r and so we find for as, = oca = GM/r?.

(12.34)

Note that the surface gravity (12.33) decreasing for increasing mass; the surface gravity
of a heavy black hole is actually weaker than that of a lighter black hole. We can under-
stand this from looking at the redshifted acceleration o, = GM/r?. The event horizon is
proportional to the mass and so provides a factor M~2 which dominates.

12.8 Charge, Mass, and Spin of a Black Hole

We have seen that the no-hair theorem says that a black hole can be fully described by
a limited number of parameters such as its mass, charge and angular momentum. It is
therefore important to have a thorough understanding of how these are defined in general
relativity, as we will see that they are not without some subtleties.

The Charge of a Black Hole

To describe the charge of a black hole is easy. It is the conserved charge of the electro-
magnetic current. Maxwell's equation is V,F* = J, and the charge passing through a
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spacelike hypersurface X is given by the integral over that hypersurface

Q= —/ A3z /yny, JH (12.35)
by

where ~;; is the induced metric and n# is the unit normal vector of ¥. The minus signs
ensures that if the charge density is positive, a future directed normal vector will give a
posifive charge. Using Maxwell's equation and Stokes theorem, we can write

Q= / de\/’y(z) Mo (12.36)
ox

with 7(2) is the induced metric on the boundary of 3, which is usually a two-sphere, and
ot is its outwards pointing unit normal vector.

Let us work this out for the simple example of a point charge in Minkowski spacetime
to convince ourselves that this makes sense. The electric field of a point charge has only a

radial component E” = q/4xr?, so the only non-vanishing field tensors are F" = —F" =
E". The unit vector on spacelike infinity is n* = (1,0,0,0) and the unit vector on the
two-sphere points in the radial direction, hence is o* = (0,1,0,0). Thus nyo, F* = —E" =

—q/4nr?. The induced metric on the two-sphere is ”yﬁ)d:v“da:b = r2d#? + r2sin? 0d¢? and
so the volume element is d2x+/~(2) = r2sin 6 df d¢. Bringing everything together we find

) X (r2 sin 6 df do) = q (12.37)

7—00 471'7“2

Q = — lim S2(—

which is indeed exactly what we expect.

If we would wish o, we could likewise define a magnetic charge by replacing F* by
its dual xF1 = LelPoF,.

The Energy of a Black Hole

The concept of energy is quite subtle in general relativity. We can understand this from
the fact that the energy-momentum is a tensor and that it only describes the properties
of matter, not of the gravitational field itself. But we saw in (5.13) that we could define a
conserved fotal energy in a stationary spacetime. If K* is a timelike Killing vector then we
can define

ETZ/J;nMﬁd% with  JE = K, T" (12.38)
%

Unfortunately there are some problems with this concept. Consider for example the
Schwarzschild spacetime. It has a timelike Killing vector but it is a solution of the Ein-
stein equations in vacuum so the energy-momentum tensor is equal to zero, therefore this
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energy Er would be zero. But how can we be sure of this since the spacetime contains a
singularity and it may not be clear how we can evaluate the integral. In addition, a black
hole may be the end-point of the collapse of a massive star, which clearly has non-zero
energy. If the end-point has no fotal energy then we are violating the conservation of
energy.

It hence make sense to look for a new concept of energy. Once more we assume a
stationary, asymptotically flat spacetime with fimelike Killing vector K* and we construct
the tensor

I = I, IR (12.39)
From the Einstein equation we can rewrite this as
1
Ji — 87GE, (:rw _ 2Tg””> (12.40)

Let us now evaluate the divergence of (12.39)
1
Vi = (VuK,)RY + K, (V,R") = iK,,V”R =0 (12.41)
For the first term we have used the Killing equation and for the second we have used
the Bianchi identity, V,G*” = 0. For the last equation we have used the fact that the
directional derivative of the curvature along any Killing vector vanishes as per the last
equation of (5.12).

The advantage of defining a conserved quantity using Jg is That it can be written as a
surface integral over a two-sphere at spatial infinity. Indeed we have

V,(VFKY) = V,VFKY) = K,R" = JV (12.42)

where we have used the second equation of (5.12). Thus, if we define an energy

1 3
Fr= /Z N (12.43)

then we can use Stoke's theorem to write it as

1
_ 2 v 2
Egr = e /62 1/ )TLMO'VV‘LLK d°x (12.44)

This expression is known as the Komar Integral of the timelike Killing vector K* = 9.

Let us work out the example of the Schwarzschild metric to show that Er has the
intferpretation of the fotal energy of spacetime. This is a similar calculation as the one we
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did for the charge of a point particle in Minkowski spacetime, so we will proceed swiftly.
The unit vectors have non-zero components

2GM\ /2 2GM\ /2
ng = — (1 — > and o1 = <1 — ) (12.45)
T T
note that n is timelike, n? = —1 and o is spacelike, 0% = +1. Then n,o, VFK* = —VOK!,

with K#* = (1,0,0,0). This gives VOK! = —~GM /r2. Using the two-sphere volume element
d?>x+/72) = r?sin 6 dh dp we find

1 GM
Er = 47rG/ r2

which indeed recovers the mass, i.e. energy of the Schwarzschild black hole.

r?sin@df dp = M (12.46)

Our moftivation for turning to the Komar integral was that Ep = fz K,T" n,, \ﬁd% was
identical to zero in vacuum. The attentive reader will notice that B = fz K, RN n, \ﬁd%
may have the same fate as R, = 0 in vacuum. But we performed this integral by using
Stoke’s theorem fo integrate it over the boundary and the result was definitely not zero
for non-vanishing mass! What's going on? The issue really is that we really only integrated
over the spacelike region I of the Kruskal diagram (see the figure below) of the extended
Schwarzschild metric, and hence only over that boundary. The spacelike region really
extends via the wormhole over region IV as well. The contribution from that region would
be the same and opposite. Hence both contributions fogether will indeed give a contribution
of zero. What happens when the spacelike region ends in the singularity is a mystery, at
least to me.

o~ —
II

Iv I

ITI
L

The Angular Momentum of a Black Hole

It is now entirely straightforward to define the total spin of a spacefime. Indeed the
definition of the Komar integral for K*, only required K* to be a Killing vector, so if
we have a Killing vector for rotational symmetry, R* = 9,, we can define a conserved
current

Jg = R, R" (12.47)

and a Komar integral
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1
— i \/Y@ n,0, V* R d? 12.48
J 87TG/32 v2) n,o, VF R d“x ( )

Working this out for the Schwarzschild meftric is trivial. We have R* = 04 = (0,0,0,1)
and thus R, = (0,0,0,1). We therefore have n*¢"V, R, = =V Ry =0, hence Jg = 0.

12.9 ADM GCravity

The fact that Er recovers the mass of the Black hole for the Schwarzschild metric, and, as
we will see, also for othermeftrics, is encouraging o say it is the energy. But the evidence
seems somewhat meagre. Further and better evidence comes form a Hamiltonian approach
to general relativity known as ADM Gravity.? In that approach one consider the metric and
itfs "conjugate momentum" as independent variables and takes the Hamiltonian as generator
of time tfranslation. If one then splits the metric as g,., = Ny + hy with b very small at
infinity, so that we have an asymptotically flat spacetime, then one finds that the ADM
Energy is given by

_ 1 2. (@) i1 j
If hyu is time-independent at infinity that one can show that the ADM energy and the
Komar energy are the same.

One can further more prove a Positive Energy Theorem statfing that

In a nonsingular, asymptotically flat spacetime obeying the
Einstein equations and with the dominant energy condition,
the ADM energy is honnegative, and only zero
for Minkowski spacetime.

It is comforting that the ADM energy cannot be negative, or otherwise a zero energy
solution could always spilt in the combination of a positive and negative energy solution.
The Dirac sea all again!

2ADM stands for Arnowitt, Deser and Misner
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Chapter 13

The Rotating or Kerr Black Hole

13.1 The Kerr Metric

The Schwarzschild metric is the unique spherically symmetric solution to Einstein’s equa-
tions in vacuum. We now consider stationary and cylindrically symmetric solutions in vac-
uum. Stationary means that the object can rotate with constant angular momentum.
Cylindrical symmetry means that the metric components only depend on r and 6, but
not on t or ¢. We also require the metric to be unchanged under (t,¢) — —(t,¢). This
means that the only cross terms that can appear are dt d¢ and dr df, but the latter can be
eliminated by a coordinate transformation. The corresponding meftric is then of the form

ds?® = gudt® + grrdr? + goed0* + gupdd? + 2g14dt do (13.1)

where the metric components are functions of r and 6 only.

We will not derive the solution but just posit it:

2GM 2 2GM 2 2
ds? = — (1 — G2 r) dt* + %er + p?db* + (r2 +a? + W) sin® d¢”
p p

4G Mar sin? 0

2 dtdo (13.2)

where

p> =71%+ a* cos® 0
A =12 +a% - 2GMr
f

= G7M (13.3)

a

This solution is known as the Kerr Metric and this particular form is known amongst

117
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aficionados as the Boyer-Lindquist Coordinates. The Kerr metric has two free parameters
M and J. In order to identify M and J with things we know, we establish a link to specific
concepts in Newtonian gravity.

For r — oo the Kerr metric reduces to the Minkowski metric and in particular gy —
—(1—=2GM/r), which becomes Newtonian gravity in the weak field limit, hence the identi-
fication of M with a mass. The g;4 component then becomes

2J sin” 2.J sin” 0
o — —%dt dp = _$dt (xdy — ydz) (13.4)

Using this in the metric we find that for r — oo it is of the form
2 2 2 27 .\
ds® =4 r°sin®0 (dp — —zdt | +-- (13.5)
T

One can then show that J indeed corresponds to the angular momentum of a slowly rotating
body.

In fact, the best way to show that M and J represent the mass and angular momentum
of the black hole is by computing the respective Komar integrals.

13.2 The Komar Integrals for the Kerr Black Hole

Let us evaluate the energy and angular momentum Komar integrals for the Kerr mefric.
They are given by (12.44) and (12.48) respectively

1
=— | /@ n,0,VFKYd?
G /dz v n,o,V d“x
— / v 2

The unit normal vectors are n* = (1,0,0,0) and o* = (0,1,0,0). This implies that

2GMr 2G M ar sin® 0 0?
n, = <—1 + ,02’0’0’_p2> and o, = < A’O O> (13.7)
Thus for a Killing vector k#
nuo, VIEY = nto"V k, = Voki = Oik, — Fé‘rk‘u (13.8)

Let us now first consider Eg. The Killing vector is K* = (1,0,0,0) = n*, hence

. 9
% - <_1+2GMT,070,_2GMCLTSIH 9) (13.9)

o p? p?
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Thus
n,0, VPKY = Tl K, = —T K; —T0 Ky (13.10)
The relevant Christoffel symbols are

B GM(r? + a®)(r? — a? cos? 0) GMa(r? — a® cos? 0)

It = A and Tj = i (13.11)
and this gives
GM(r? — a2 cos 0
no, Vi = GMT —aZcosT) (13.12)
P
Combining with the volume element d?z+/~(2) = r2sin 6 df d¢ we find
) 1 GM(r? — a?cos?0) , .
ER_TIE&MG/M A r“sin 6 /dqb
.1 [2GMr?
= Jim o5 (+> (2m) = M (13.13)

and we find that the fotal energy of spacetime is indeed the mass of the black hole.

Turning to the angular momentum, we use the Killing vector R* = 0, = (0,0,0,1). This
gives

2aGMrsin? 6 2a*GMrsin® 0
R, — <_‘LGZS”17O7O,T2 Ca aG;ﬂ) (13.14)
p p
and we find similarly
2 2020y 2
nMO',,V”RV:—aGM(T —a4cos 0) sin” ¢ (13.15)
0
and
1 M(r2 — a2 cos2 0) sin2 0
Jr = lim ——— [ d <—“G (r” — a” cos” ) in )r2sin9/d¢
T—>00 TG P
(13.16)

This integral is harder to compute!, but we can evaluate it numerically for very large values
of r and we find that it is equal to —4aGM /3. Thus

1 4aGM aM J
Jr="ga < 3 )QW) 3 3G (1347)

I am not sure about the strange denominator, but it certainly is the case that Jg is
proportional to J and hence J is indeed a measure of the angular momentum of the
rotating black hole.

My Mathematica license runs out of time.
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13.3 General Properties of a Stationary Cylindrically Symmetric Metric

It is possible to deduce some important properties of a stationary cylindrically symmetric
metric, without going info the detailed from of the Kerr metric. Assume the metric is of
the form (13.1), i.e.

ds?® = gudt® + grrdr® + goed0® + gupdd® + 2g14dt do (13.18)

with the components functions of r and 6 only. This meftric is invariant under the transfor-
mations t — t +&; and ¢ — ¢ + €4 and thus has two corresponding conserved currents.
These are most easily found from the corresponding equations of motion from the action

S = [ ds which are
d [ dt do
0= dr (gtt dr t 96 dT)

d [ di do
0= <9¢th + g¢>¢d7) (13.19)

The conserved quantities are thus

(g dt o
€= gtth gtd)dr

dt dé

0= gy ' 13.20
9ot 7=+ 9o o ( )

and these do not change along geodesics.
In the context of differential geometry we say that there are two conserved Killing
vectors ke = kt'd, and kg = k0, with k& = (1,0,0,0) and ké; = (0,0,0,1) so that kg = &

and kg = 0y4. For a particle of mass m with momentum pt = mdz# /dr the conserved
quantities are then

~ke-p=—k'py = —pr = —geup" = —(gup" + g1ep?) = €
ke p=k'pp = Do = gonp" = g’ + goep® = ¢ (13.21)

13.3 Frame Dragging

We see that the "angular momentum” ¢ has an extra term containing the non-diagonal
component g.4, which will give some new physics.

Take a particle? far way from the source of the gravitational field that has ¢ = 0. By

2If the particle is massive then 7 is the proper time; if it is massless then 7 is an affine parameter.
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far away we mean the the metric approaches a flat metric and thus g, — 0 and ggp — 1.
Thus ¢ = 0 implies that d¢/dr — 0 far away.

As the particle approaches r = 0, the angular momentum remains zero as it is con-
served, but the particle picks up a angular dependent velocity, defined w.rt. to the
coordinate time of an external observer, i.e. not w.rt. the proper time of the parti-
cle.

w(r,0) = @ _ @y )

= = = 13.22
dt  dt/dr 9oo ( )

Thus, an external observer will see as if the particles rotates, even though it has zero
angular momentum. This is the phenomenon of Frame Dragging and can be interpreted
as spacetime being deformed by the rotating source, as shown in fig. 13.1

Figure 13.1: Frame dragging

13.3 Stationary Limit Surface

The frame dragging is experienced by any particle, massive or massless, in the neigh-
bourhood of a rotating massive object, not necessarily a black hole and is due to the
non-vanishing of g;s. As another example of the consequence of this off-diagonal metric
component, let us consider light rays. Solving the quadratic equation ds? = 0 for d¢/dt we
find the two solutions

2
dp _ 9 <gt¢> _ gt (13.23)
dt 9o 9o 9o

We consider five regimes, depending on how far away we are from the black hole

(a) Very far away from the black hole we are approaching Minkowski spacetime and
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(b)

(c)

(d)

hence gy < 0 and ggg > 0. Thus we have two roots

d

S(_l) d) =w+ 24+ ‘ Jit >0
dt 9o
d

@_90 _ ey ‘ gt | <o (13.24)
dt 9o

where
w — (13.25)

9os

These two two solutions describe light rays that for the external observer are co-
rotating and counter-rotating w.r.t. the rotation of the source.?

Suppose that as we get closer we come to a hypersurface that has g;; = 0. on that
surface we have for the two roots

do
o 22 _9
T dt
do
o® 22 _ 13.26
- = ( )

The counter-rotating light ray stands still on that surface, which not surprisingly is
called a Stationary Surface.

Closer to the source g, may turn positive and

c d
Q( ) — ¢ =w+ gt >0
dt 9o
Q) = ‘jlf w— L (13.27)
oo

From the point of view of an external observer, both light rays have a positive angular
velocity. Inside the stationary surface everything, even light, is swept along with the
flow of the rotation of the black hole.

Even closer, we may come to a point where 9t2¢ — 9it9pe = 0. In this case
ol —qlP —, (13.28)

Co-rotating and counter-rotating light rays have the same angular velocity.

3We can always set the reference frame so that w > 0.
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(e) Finally for th¢> — 91t9ss < 0 there are no solutions and hence there is nothing the
external observer can say about the light rays in that region

Not surprisingly 9t2¢ — 9i1t9pe = 0 will correspond to the event horizon.

Fig. 13.2 shows the values of the angular velocities 24 as a function of r for different
values of the G, M, J and 6.

Figure 13.2: Angular velocities 24 of light rays in Kerr meftric for varoius param-
efters (G, M, J,0). Thin line: (3/2,1,1,7/2); dashed line: (1,1,1,7/2); dotted line:
(3/2,1,1,7/4); thin line: (3/2,1,3/2,7/4);

Fig. 13.3 illustrates the different regimes of a stationary cylindrically symmetric black
hole. Staring from the outside we have co-rotating and counter-rotating light rays. At the
stationary surface gy = 0 the counter-rotating light rays stands still on that surface, then
bot light rays rotate in the same direction as the gravitational source at different rotation
speeds until the event horizon gy — gitges = 0 where all light rays rofate at the same
speed. Once inside the event horizon an external observer has no information about how
the light rays may behave.
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event horizon
gt — Gttgdpe = 0

stationary surface
gt =0

Figure 13.3: Light rays in a Kerr black hole

13.3 The Conserved Energy

Recall from (13.21) that the conserved energy is given by ¢ = —p;. We can now solve the
mass shell condition —m? = p? = g"’p,p, for p;. This is a quadratic equation in p, with
solutions

gt 1
—pif = 2y + \/ h [(g§¢ - gtt9¢¢) PZ +m2(975 — gudss) (9rrP? + goepg + 1) gqb(b}
6

(13.29)

Far form the origin we expect flat space time and thus g;, — 0 which leads us fo select
the positive square root an thus the energy is given by

_ 9w
o)

1
T \/% (92 — 9usgo) P2+ m2 (%, — gugo0) (9rr02 + 9000 +1) g

(13.30)

Note that we have the fraditional square root of the form +/p? +m? plus a term outside
of the square root that depends on the non-diagonal metric component g4
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13.4 General Properties of the Kerr Metric

For convenience, let us rewrite the Kerr meftric

20G M 2 2GMd?r si 20
ds? = — (1 Ll T) dt? + Zodr? + p2d0” + <r2 +a® + G“;““) sin2 0’

P p
AGMar sin® 0
_ ﬂdt do (13.31)
P
where
P =i tateos?l;, A=ita®-2GMr  a= (13.32)
’ : GM

and point out a number of properties

2

e For r — oo we have p?> ~ A — r? and ds? — n,,dz#dz” and the metric becomes

asymptotically flat.

e For a = 0 we recover the Schwarzschild metric, in fact

dt de + o(a®) (13.33)

2 2 4G Masin? 0
dSKerr = dsSchworzschiId - r

e Keeping a fixed and letting M — 0 we find

72 4+ a? cos? 0

ds® — —dt* + dr® 4 (2 + a® cos® 0)d6? + (% + a?) sin? Odp>
r? 4+ a?
(13.34)
Performing a coordinate transformation on the spatial part
x =112+ a?sinf cos ¢
y=vVr2+a?sinfsin¢
z=1cosf (13.35)

we recover flat spacetime —dt? + dz? + dy? + dz2. The ellipsoidal coordinates are
shown in fig. 13.4
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0= constantv / r = constant

%

r=20

e—da

Figure 13.4: Ellipsoidal coordinates for the Kerr metric for a fixed and M — 0

Note that the point (r,0) = (0,7/2) corresponds fo a ring of radius r, i.e. = =
acos ¢,y = asin ¢.

e As we already saw, the Kerr meftric is independent of t and ¢ and thus has two Killing
vectors k. = 0; and k;, = 04, which correspond to the conserved quantities ¢ and
¢ along geodesics. The Kerr metric also has a rank two Killing tensor. Recall that a
Killing tensor is defined by (5.11), i.e. V(,K,, ...,y = 0. To obtain the Killing fensor we

first define
o = l(7"2 +a?,A,0,0) and  nt = L(7"2 +a?,—A,0,a) (13.36)
A ) M ) 2p2 ) ) )
These two vectors are null, 2 =n2 =0, and £-n = —1. We can now define the
tensor
K = p*(Luny + buny) + 129, (13.37)

and check that this is indeed a Killing tensor. By metric compatibility, also K*¥ is a
Killing tensor.

e The frame dragging angular velocity (13.22) is for the Kerr metric

2GM
w(r,0) = G GMar

(13.38)
9o (r2 +a?)? — Aa?sin’

We show different plots of w as a function of r for different values of the parameters
in fig. 13.5
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GM and 6 fixed J and 6 fixed GM and ] fixed
w w w
0.7 3.0 1.2
0.6 25 1.0
0.5 2.0 0.8
0.4 1.5 0.6
0.3
02 1.0 0.4
0.1 0.5 0.2
0.0 r 0.0 r 0.0 r
0 1 2 3 4 1 2 3 4 1 2 3 4

Figure 13.5: Angular velocities for frame dragging with the Kerr metric

e The stationary surface, where the counter-rotating light stands still for an external
observer, is given by g = 0 hence p? = 2G M. This has two solutions

ror = GM + \/(GM)2 — a2 cos? 0 (13.39)

Recall that gy—¢ corresponds to infinite redshift. There is thus an inner and an outer
surface of infinite redshift. These surfaces describe two ellipsoid-type surfaces in the
x,y, 2z coordinates

5 1/2
Ty [(GM + /(GM)? — a2 cos? (9) + QQ] sin 6 cos ¢

9 1/2
Yt = [(GM + /(GM)? — a2 cos? 9) + a2] sin 0 sin ¢

zy = (GM + \/(GM)2 — a2 cos? ) cos f (13.40)

13.5 Singularities of the Kerr Metric

The Kerr metric has singularities at p = 0 and at A = 0. Taking a — 0 brings us back
to the Schwarzschild metric and in this limit p — 0 corresponds to r — 0 and A — 0
tfo r — 2GM. We thus guess that p = 0 corresponds o a real singularity and A = 0 is
a coordinate singularity only. This is confirmed by calculating the Kretschmann invariant
K = RFYP? R, Which fTurns out o be

(GM)? (rS — 15a%r* cos® 0 + 15a*r? cos* @ — a® cos® 9)
48 02

K — (13.41)
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The physical singularity at p = 0 corresponds to (r,0) = (0,7/2). We saw earlier that
in ellipsoidal coordinates this corresponds to a ring of radius a.

The coordinate singularity A = 0 has two solutions

re = GM + /(GM)? — a2 (13.42)

These describe two ellipsoids

Tt

1/2
[(GM:t\/(GM)Q—cﬁ)Q—i—az] sin 6 cos ¢

1/2
v = [(@3+ VEIF=) +] snosmo
2z =(GM £ +/(GM)? — a?) cos b (13.43)

Fig. 13.6 gives a side view of the structure of a Kerr black hole in the x, z plane. Note
that we need GM > a to have real solutions. We also see that rg > ry and rg_ < r_,
with the equality sign obtained when 6 = 7 /2. The region between the outer coordinate
singularity and the outer stationary surface is known as the Ergoregion.

Figure 13.6: Side view of a Kerr black hole: stationary surface (dashed line) and
coordinate singularity (thick line) of Kerr spacetime. The region between the outer
coordinate singularity and the outer stationary surface is known as the ergoregion.
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13.6 Extremal Kerr Black Holes

The location of the coordinate singularity involves a y/(GM)? — a2, which suggests that we
have |a| < M or equivalently

|J| < GM? (13.44)

The situation where

|J| = GM? (13.45)

is called an Extremal Black Hole. We expect most astrophysical black holes to be (almost)
extremal as in-falling matter tends to increase the angular momentum. In section 13.10
we will give a proof of that inequality.

13.7 The Coordinate Singularity and the Outer Horizon

Let us look at a radially outward going photon and see if it can escape to infinity. Start by
assuming the photon is well outside the coordinate singularity ry, so that A > 0. Setting
ds? = 0 in the Kerr metric and solving for dr whilst keeping the positive square root as we
are considering an outgoing photon we have

A 2GM 2G Ma?r sin 0
dr = += (1 e r) dt* — p*do? — <r2 +a® + a;Sln> sin? 0d¢”
p p p
4G Marsin® 0 2
%dtdqb (13.46)
p

We can consider light rays with df = 0, but because of the cross term g;4dtd¢ we cannot
just set d¢ = 0. Consider now A = 12 + a? — 2G M. Its general form is shown below.

A

Take the derivative 0,A = 2r — 2GM. Thus at r = GM the derivative changes sign;
as long as r > GM then A decreases as r decreases, but at a certain point A becomes
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zero and hence dr = 0. The light ray can no longer go to infinity, which is exactly what a
horizon is. As A = 0 corresponds to r = rp = GM + /(GM)? — a2, this is exactly the
horizon, and it corresponds to the Schwarzschild horizon for a = 0 as it should.

Let us now consider what happens with a light ray at the outer horizon r, which for
ease we will just call the horizon henceforth. Note first that clearly ry > GM from its
definition. In order to analyse what is going on it is easiest to write the Kerr metric in
another form, viz.

ds® = —'O;QAdt2 + p:dr? + p?dh?* + ij sin? 0(d¢ — wdt)? (13.47)
where as usual p? = 72 4 a%cos?0 and A = r? + a® — 2GMr and
9t 2GMar
T s - (r2 + a2)? — Aa2sin? 0
p :(7‘2+a2)2 — Aa®sin? 6 (13.48)

Assuming a light ray ds? = 0 and looking at the point where dr = 0, we can set A =0 to
obtain

22

0 = p1df® + — sin® 0(d¢ — wdt)? (13.49)

P
where the subscript 4 indicates this is to be evaluated at the horizon r = r,. We can solve
this equation fo obtain d¢/dt = wy. As AL = 0 we have +2 = (r2 + a?). Filling in the
value for r4 this gives ¥y = 2GMr,. Therefore

do 2GMary a

- = = 13.50
dt (2 +a?)? 2GMry ( )
Thus on the horizon a light ray satisfies
a
dt,dr,df,d H=11,0,0,—— 13.51
( Y r’ ) ¢) X < ) ) 9 2GM7"+> ( )
It so happens that ¢# is a null vector on the horizon. In general
0 = g, e
-1y 2G]2\/[T B 2a27’281n2 0 N a?sin® 0 [p*(r? + a2)2+ 2GMa? sin” 0| (13.52)
P P GMpry
which on the horizon gives
s =0 (13.53)

r=ri
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Two other vectors spanning the horizon are h* = (0,0,1,0) and k* = (0,0,0, 1). Tedious,
but straightforward algebra tells us that on the horizon we indeed have.

h? :pi

2 _ 8(GM)?(2GMr, — a?)sin? 6
2GMr, — a?sin®0
h-k=h-L=k-£=0 (13.54)

k

Thus £ is hormal to the horizon and null, making the horizon a null hypersurface.

Consider a slice of the null hypersurface with t = ¢'¢. Eq. (13.47) becomes
22
ds* = p2df* + = sin® 0d¢? (13.55)
P+
This is clearly the metric of a squashed two-sphere. As an example, for an extremal black
hole, one can calculate the circumference of a fixed circle along the longitude through the
poles and this furns out to be ~ 3.82(2GM ), which is well below the circumference around
the equator of 27(2GM). This confirms our intuition that spacetime is squashed around a
rotating black hole. One can work out the area of the squashed sphere

A= /d@ dp/—g = 477(7’3r + a?) (13.56)

which gives

A=8r [(GM)Q +/(GME = J2] (13.57)

As a last comment, note that for the Kerr metric gt2¢ — Gtt9pp = Asin? @ and this
vanishes at the horizon as A‘T:” = (. But as we saw in (13.28) that the horizon is also
the location where the co-rotating and counter-rotating light rays have the same angular
velocity, Qf) = Q(fl) = w, which furns out to be

a J

- _ (13.58)
2GMrs a6 [(GM)? + /(GM)T = 7]

O =,

13.8 The Surface Gravity of the Kerr Black Hole

Recall that we can associate with every Killing horizon, such as the event horizon, a surface
gravity, which can then be interpreted as the acceleration of a static observer on the horizon
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as measured by an observer far away. In order to calculate the surface gravity we need a
null Killing vector on the horizon. A general Killing vector of the Kerr meftric is of the form
k* = (1,0,0,9). We then have

k* = Guk'k” = g + Q2g¢¢ + 2044 (13.59)

In order to proceed it is easiest to use the following form of the Kerr metric

A . 2 sinZ 6
ds® = ~ e - asin? 0de)? + %er + p2do* + > (12 + a®)de — adt]®  (13.60)
from which we get

a’sin?6 — A

gt =——5——

0

[(r? + a?)? — a®Assin® 0] sin” §

9op = 2
A— 72— q2asin?0

grp = BT —@asin (13.61)

p
We then find

k? = p 2 {—A+a’sin? 0 + 2a(A — r* — a?)sin? 0Q + [(a® + r*)* — a®Asin? §] sin® 0Q?}
(13.62)

On the horizon, this gets considerably simplified as A‘m = 0. We then get an equation for
Q

2

0=1a’—2a(rl +a®)Q + (a* + 71)?Q* = [(a® + r})Q — d] (13.63)

And thus we have a single solution, Q = a/(r% + a?). The null Killing vector on the horizon
is thus

ok = (1,0,0 “) (13.64)

"r2 4+ a?
We now use (12.25) to calculate the surface gravity

w9, k20, k>
K2 = —% (13.65)
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This is a tedious calculation, best performed by Mathematica. We show the relevant code
for illustration purposes.

Surface gravity for Kerr metric
ClearAll(dim, x, gLinput, gUinput, gL, gU, G, J, a, M, k2, p2, a, sol,
KUinp, kU, kL, rS, rp, rsp, a3];
dim= 4;
A= X[2]72+aM2 -rSx[2];
p2 = X[2]72 + a*2Cos[x[3]]1"2;
sol = {Xx[1] > t, X[2] 5T, X[3] 50, X[4] > ¢};
glinput = {{-(1- x[2])rS/p2), 0, O, -rSax[2] Sin[x[3]]1"2/p2},
{0, p2/4, 0, 0}, {0, 0, p2, 0},
{-rSax[2] Sin[x[3]]*2/p2, 0, 0,
(X[2]"2 +a™2 + rSar2x[2] Sin[x[3]]1"2/p2) Sin[x[3]]1"2}};
gUinput = Inverse[gLinput];
gLIi_, j_1 i= glinput[i, j1
guri_, j_1 i= gUinput[i, j]
G[i_, b_, c_] i=
Simplify[
(1/2) %
Sum[gU[7, d] « (D[gL[c, d1, x[b]] + D[gL[b, d], x[c]] - D[gL[c, b], x[d]]1),
{d, dim1]
rp=rS/2 +(1/2) Sqrt[rs*2-4a*2];
kUinp = {1, 0, 0, Q};
kU7 1 t= Simplify[kUinp[i]]
kL[ 1 := simplify[Sum[gL[7, j1 -kU[]], {j, dim}]1]
k2 = Simplify[Sum[gL([i, j1 kU[i] kU[j], {i, dim}, {j, dim}] 1;

surface gravity general r «
sg2 =
-Simplify[Sum[gU[i, j] Drk2, x[i1] -D[k2, x[j11/ (4k2), {i, dim}, {j, dim}1] /.
sol
surface gravity on horizon

sgl = Simplify[Simplify[sg2/.r-rP /. Qs a /(rP*2+a*2) /. rP > (1/2) (rS+V)]1 /.
VsSqrtirsf2-4at2]];
sg = Simplify[sgl /. rS—- 2GM /. a-» J/(GM)]
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The result on the horizon r = r turns out to be

K2 = (M) — 2 (13.66)

A(GM)? [2(GM)4 —J2 4 2(GM)2/(GMY* — Jﬂ

From this we find that

(GM)E—_ I

oM [(GM)2 + \/(GM)74—J2}

Note that the surface gravity is independent of . This would be an obvious result for a
spherically symmetric metric such as the Schwarzschild, but it is not a priori obvious for a
cylindrically symmeftric solution such as the Kerr metric. In fact there is a general theorem
that the surface gravity is constant over the Killing horizon.

K (13.67)

13.8 The Penrose Process

Let us briefly review what we have discovered so far about the Kerr black hole. There are
two types of hypersurfaces of importance.

1. The Stationary Surface of infinite redshift, defined by g;; = 0 and given by

rsx = GM + \/(GM)2 — a2 cos? § (13.68)
where the light rays stand still as viewed by a static observer far away.

2. The Event Horizon, defined by ¢"" = 0 and given by*

re =GM +\/(GM)? - a? (13.69)
beyond which all particles and light remain trapped.

Nota that for the Schwarzschild metric g;x = —g"" and so both types of surfaces coincide,
rs = 2GM and r = 0. Let us now focus on the outer surfaces as these are the ones we
reach first when we move towards the black hole from far away. Clearly rgy > r4 with
the equality only valid at the poles, §# = 0. A side view of the Kerr black hole was given in
fig. 13.6 which we copy here for convenience.

4Recall that this is indeed the general condition the event horizon, see (12.2). It just so happens
that this is equivalent for the Kerr metric to g§¢ — Gtt9sp = 0.
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The shaded area between the stationary surface and the event horizon is called the Er-
goregion, or sometimes, somewhat abusively, the Ergosphere.

Energy

The existence of this region leads o hew physics, such as the Penrose Process which is a
mechanism by which we can extract energy from the black hole. As we will see, Hawking
radiation is also a process to extract energy from a black hole, but that is an inherently
quantum mechanical process. The Penrose process, on the contrary, is basically classical.

The key observation that allows the Penrose process is that gy flips signs when crossing
info the ergosphere from outside. Thus the coordinate ¢ becomes spacelike and energy,
which is the conserved quantity associated with the fime franslation Killing vector k. = 0,
becomes rather a momentum, and can thus become negative in that region.

Let us therefore imagine a particle 1 with energy E; that comes from far away and
moves intfo the ergoregion and there decays into two particles 1 — 2+3. We of course have
momentum and energy conservation in that process. But as just explained, "energy" can
be negative in the ergoregion, so let us assume that particle 2 has negative energy Eo < 0
and that this particle then crosses the event horizon fowards the singularity as r = 0,
whilst particle 3 moves out of the stationary surface to infinity with E3 > 0. Conservation
of energy dictates that 1 = E5 4+ E3 or hence

Es3=F1— FE2 > FEq (1370)

so we are putting a particle with energy F info the black hole but are getting out a particle
with a higher energy E3, hence we are extracting energy from the black hole.

Angular Momentum

We can follow a similar reasoning for angular momentum. Consider an observer inside the
ergoregion with velocity

U* =U%1,0,0, Qps) (13.71)
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Thus dt/dr = U® and d¢/dr = U°Qops. Since in the ergoregion the observer has to rotate
in the same direction of the black hole, we must have that Qs is positive. Let us now
rewrite

UF = U%(ke + Qopsk) (13.72)

where k. = (1,0,0,0) and k, = (0,0,0,1) are the fime franslation and angular rotation
Killing vectors respectively.

Recall that the energy of a particle as seen by that observer is —U - p, with p the
momentum of the particle. For the decay process 1 — 2 4+ 3 we have for particle 2 that

Eoops = —U - -p2 = _Uo(ke + Qobsk'ﬁ) * P2
=U"=g — QopsL2) (13.73)

with Lo = +Qgpsky is the angular momentum of particle 2. The energy of particle 2 as
measured by the observer in the ergoregion must be positive, thus so must be the RHS of
(13.73) and hence 3 — Qops L2 must be positive too. As Qops IS positive by construction we
thus have

2 > L, (13.74)

obs

As a Penrose process has €2 negative in the ergoregion, we thus necessarily also have Lo
negative. If particle 2 moves across the event horizon, conservation of angular momentum
teaches us that the the angular momentum of the black hole reduces. But also its mass
reduces as e < 0. Thus for the black hole

OM =¢e2 <0 and 0J =Ly <0 (13.75)

Thus by this process the black hole loses mass and angular momentum and this with a
relation

OM > QopsdJ (13.76)

Thus by extracting energy from the black hole, we also reduce its angular momentum,
eventually leading to a Schwarzschild black hole. Note the inequality (13.76) remains valid
even if we have no Penrose process, i.e. if e is positive.

13.9 The Second Law of Black Hole Thermodynamics

Recall that we worked out the area of a Kerr black hole in (13.57)

A= /de dp\/—g = dn(ri + a*) = 87 [(GM)2 +/(GM)4 — J2] (13.77)
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How does this change in a Penrose process were both M and J decrease? Clearly

4 3 N
(87) 716 A =G*2M M + G AMTOM — 2707

2 /(GM)* — J?
2G2 M [(GM)2 +/(GM)T = Jﬂ SM — J&.J
B (GM)* = J?
S (' GoM —5.7) (13.78)
(GM)* — J2

where we have used (13.58) to introduce Q. But since (13.76) holds for any observer, it
must also hold for an observer just outside the horizon, whose angular velocity is precisely
Qg. And as we mentioned this inequality holds in general, not only for the Penrose process.
We thus conclude that as a general rule

0A >0 (13.79)

the surface area of a Kerr black hole cannot decrease. Take a moment to consider this.
Whatever happens the area of the black hole cannot decrease. Clearly this reminds us
of the second law of thermodynamics, stafing that entropy in a closed system cannot
decrease. That is why the area law §A > 0 is known as the Second Law of Black Hole
Thermodynamics and is an indication that the surface of a black hole could be considered
as an entropy.

13.10 The First Law of Black Hole Thermodynamics

Now that we have found something that resembles the second law of black hole thermo-
dynamics, it seems o make sense to ask whether there is also such a thing as the first
law of black hole thermodynamics.

Our starting point is the formula for the conserved energy (13.30)

gt 1
="yt | [(giﬁ - gtt9¢¢) P +m2(gis — 9ugos) (9rrD? + goors + 1) g¢¢}

oo e
(13.80)

which we rewrite as

4+ (13.81)
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where as usual w = g4/gs¢ and

D= gt2¢ — Gtt9¢o

dr\? do\?
K:Dm2 [grr<d7'> +g.99(d7_> +1

Note that K should not be confused with the Kretschmann invariant.

(13.82)

Since this is a conserved quantity on geodesics, we can calculate it on any point of
the geodesic, e.g. on the event horizon r = r. For the Kerr metric D = Asin? 6§ so that
D|T+ = 0. But we need to be careful as other factors may blow up on the event horizon.

Indeed g, = p*/A does and hence Dg,,| = p%sin®6. The other contributions in the

T
square root all vanish so that, using gee = (X2/p?) sin® § we have
2 2
d
—pe=pL+ || 2w (T (13.83)
Z+ dr

where we have used w‘u = Qg and L = pg. Taking the variation of that we find that

dr

T%_ + a2 cos?6
dr

oM = QgdJ
HOJ + r2 + a?

m (13.84)

T+

This gives us an inferesting interpretation of the inequality M > QopsdJ we derived in
(13.76), and which led to the second law of black hole thermodynamics 6A > 0. Here we
see that this inequality is enfirely driven by the radial movement |dr/dr|.

Eq. (13.84) also explains our observation in (13.44) that J < GM? with the equality
valid for an extremal black hole. We easily work out that

QO — J (13.85)
2GM [(GM)2 +/(GM) = J2]
For an extremal black hole this becomes
0 = L (13.86)
H™= oGM :

Let us now consider the inequality (13.76) for an extremal black hole:

5J )
> € = — > .
OM > Qyd) = sam = S(GM?) 207 (13.87)
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So if we have an extremal black hole, J = GM? and try as we may to increase both
the mass and the angular momentum of the black hole from M and J by éM and 6J
respectively, we will always have GM? 4 6(GM?) > J + 6.J and so we cannot violate the
inequality J < GM?2.

Note now that we can write (13.78) as

M 4 712
SM = (GM)*—J A+ Qns] (13.88)
167G M [(GM)2 +/(GM)T = Jﬂ
which we can write as
SM :8£5A+QH5J (13.89)
Y8

where k turns out to be the surface gravity as computed in (13.67).

Eq. (13.89) is very suggestive of thermodynamics. We already know that we could
identify the area of the black hole A with an entropy S and clearly we can identify the
mass of the black hole M with its energy. This suggest that /87 is to be viewed as a
temperature and QgdJ as work dW we then get the usual

dE =TdS +dW =TdS — pdV (13.90)

with the correspondence

black hole thermodynamics
mass M E energy
area A S entropy
surface gravity K T temperature
angular velocity QgJ W work

Not surprisingly, (13.89) is known as the First Law of Black Hole Thermodynamics. .
Note that Qg and J can be viewed as conjugate variables, just as p and V' are in thermody-
namics. Note also that the normalisation between the temperature and entropy definition
is not yet fixed. Hawking radiation will give a natural definition for the temperature that will
fix this normalisation.

13.11 Reversible Process for Black Holes

In thermodynamics a reversible process is defined by dS = 0. We can likewise define a
process here as having §A = 0 to be reversible. It then follows from (13.89) that for such
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a process

OM =QpudJ = o7 (13.91)

2GM [(GM)2 +/(GM)T = J2]

We can then write this as

@My + @ = 2] (@MY = %dﬂ (13.92)

Setting G = 1 for convenience and M? = x and J? = j this becomes

1
(m /22— j) dr = >dj (13.93)
We now show that this is solved by

o =T+ 12— j (13.94)

for a constant zy. Indeed solving this for j gives j = 2xgx — mg so that dj = 2zgdz. But
we can also write (13.93) as zodx = (1/2)dj = (1/2)2z9dx = xodx. Reverting back to M
and J we thus see that a reversible process dA = 0 satisfies

2MZ = M? + /M4 — J2 (13.95)

where My is an integration constant and corresponds to the mass of the Schwarzschild
black hole in the limit that J vanishes. In fact we can start with a Kerr black hole and
use the Penrose process to reduce both M and J whilst ensuring that ]dr/dﬂmr remains
positive at all fimes. When J = 0 we will then end with a Schwarzschild black hole of mass
My. Conversely, we can start with a Schwarzschild black hole and throw in mass that
increases its angular momentum, and we will end with an extremal Kerr black hole with
mass v/2Mp.

13.12 Closed Timelike Curves and the Extended Kerr Spacetime

Another surprising property of the ergoregion is the existence of Closed Timelike Curves
or CTCs. Indeed in the Kerr spacetime there is a region that observers can access by
following a fimelike geodesic that passes through r = 0 but with 6 # 7/2, hence avoiding
the singularity, corresponding to r < 0 in the original coordinates. Let us now imagine the
observer is in that region and on a geodesic with constant ¢ and r and with 8 = 7/2. His
metric then becomes

de? (13.96)

2
ds® = (7"2 +a® + QGJYG>
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For r < 0 and small enough this metric component can become negative and hence is
timelike. But ¢ is a periodic coordinate ¢ = ¢ + 2w, which means that moving along such a
curve, would bring one back to the same time!

Unfortunately, all this happens to an observer who has crossed the event horizon, so
she will not be able to fell us mere mortals. But it is an interesting fact that CTCs are
theoretically possible. However, common sense, or maybe healthy conservatism, reigns
amongst most general relativists as there is a general belief, that, just as for naked singu-
larities, one should not have CTCs when starting with benign initial conditions. This belief is
known as the Chronology Protection Conjecture.

Note that in the extended Kerr spacetfime we still have

2 2_2 M
_rta ~ GMr (13.97)
o

rr

and as we now have r < 0 we see that the numerator is strictly positive so there is no
solution for ¢"" = 0 and hence this extension of the Kerr spacetime has no event horizon.

13.13 Superradiance

We nhow show that it is possible for a matter field to scatter of a Kerr black hole and end
up with more energy that it started with. We consider a scalar field ®(x) with energy-
momentum tensor

1
T = Vi@V, ® — 59, VPOV, (13.98)

From (5.13) we know that given a Killing vector K* we can construct a new conserved
current

JY = K, T (13.99)

with conserved charge
By, = / Tty dx (13.100)
X

where ~;; is the induced metric on a spacelike hypersurface ¥ and n" is the normal to X.

Let us now infegrate V,J# = 0 over a region bounded by two spacelike hypersurfaces
Y1 and X9, a part of the event horizon H and lightlike future infinity i® as shown in fig. 13.7.
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X

Figure 13.7: Spatial integration region outside a Kerr black hole

Because V,J* = 0 we thus have, using Stokes theorem and assuming that V,® vanishes
at infinity,

0= /d4a; —gVJ" —/ dBxanhd, —/ Bz rnkd, +/ d*S,J*  (13.101)
D)) 31 H
where +; and n!' are the induced metric and normal to the hypersurface ¥; and H is the

relevant part of the event horizon. Using the definition of the conserved charge (13.100)
we can thus write

FBs, — By, = —/ a8, J" (13.102)
H

We now introduce Kerr Coordinates (v,r,6,x) defined by®

v =141,
2 2
dry, = " Za dr
dy = do + %dr (13.104)

5In These Kerr coordinates the metric becomes

sin® 6
2

A
ds* = —E(dv — asin?0dy)* +

[adv — (7 + a®)dx)* + (dv — asin® Odx)dv + p*d6?* (13.103)
and null in-falling geodesics are now characterised by dv = dx = df = 0. Recall that in the (¢, 7,6, ¢)
coordinates light rays do not follow strictly radial geodesics as they get twisted by the rotation of
the black hole. Notice also that with the Kerr coordinates the coordinate singularity at A = 0 is not
present.
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This allows us to rewrite (13.102) as
Es, — Ex, = —/dQAdv Ky J" (13.105)

where k* is the null Killing vector along the horizon and d?A is the spatial cross-section of
the horizon.

The power absorbed by the black hole per unit null time v is given by
p— _/d2A k¥ (13.106)
with
1

kyJt = —(K'V ,®)(E"V,®) + §(Vp<I>)(Vp<I>)(kMK“) (13.107)
Now k,K*" = 0 as k is a null Killing vector orthogonal to the horizon and K is the Killing
vector defining the horizon. As we saw in (13.64) the null Killing vector on the horizon is

given by
E* = (1,0,0,9) (13.108)

with Q = a/(r% + a*). We can replace the covariant derivatives by ordinary derivatives as
® is a scalar and find for P

P = /d2A (K'V,®)(k'V,®) = /d2AaU<I>(avq>+anc1>) (13.109)

Let us now expand the scalar field in angular momentum modes and consider one mode
O = Py(r,0) cos(wv — vy) (13.110)

with w positive. As x is a periodic coordinate, the angular momentum v is quantised, v € Z.
We then have

P = /dQA P2 [~wsin(wv — xv)] [~wsin(wv — xv) + Qusin(wv — xv)]
= /d2A P2 w(w — Q) sin?(wv — yv) (13.111)

and we can take the time averaged power absorbed by the black hole by integrating over
(Y
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P = ;/dQA B2 w(w — Q) (13.112)

We see that for high frequencies w the power P is positive, so the black hole absorbs energy.
However P can be negative for small frequencies w and so the field ® has extracted energy
from the horizon. This is the process of Superradiance.

Note that superradiance can only occur if v # 0. This is because the amplified field also
nheeds to tfake angular momentum from the black hole, as we have seen earlier.

Note also that this process is reminiscent of stimulated emission in atomics physics.
One might then well wonder if there also exists a process of spontaneous emission. This
is possible in the quantum theory and it tfurns out that any black hole with an ergoregion
cannot be quantum mechanically stable.

Note that we have not incorporated the impact of the field ® on the spacetime, i.e. we
have assumed the Kerr metric to be valid, It turns out that when corrected for this the
metric can only be stationary if 95® = 0, but then J#* = 0 and the black hole energy doesn’t
change at all. This means that in reality superradiance is incompatible with a stationary
metric.



Chapter 14

The Charged or Reissner-Nordstrém Black Hole

We now turn our attention to the extension of the Schwarzschild black hole to include an
electric charge. This is actually a purely theoretical exercise as it it unlikely that a black
hole with a considerable electric charge exists, as it would quickly engulf particles of the
opposite charge to make it neutral.

14.1 The Reissner-Nordstrém Metric

We need a solution of the Einstein equations not in vacuum, but in the presence of an
electromagnetic field. The relevant action is

1 1

and the equations of motion are the Maxwell equations
VFF,, =0 (14.2)
together with the Einstein-Maxwell equations
Ry, — leW = 87GTY) (14.3)
2 i

where T,Si) is The energy-momentum tensor for the electromagnetic field

1
T/ile/) = FMUFI/U - Zg,LWFpUFpJ (14.4)

We are looking for static, spherically symmetric solutions, hence a metric of the form

ds® = —a(r)dt* + b(r)dr® 4+ r*df” + r* sin® 6d* (14.5)

145
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Solving the Maxwell Equations

Use as Ansatz for a static spherical symmetric solution of the Maxwell equations, we take
as non-zero components

Fy=-F4=E(r) and  Fypy=—Fu = B(0) (14.6)
so that

E(r) 0 #0 B(9)
A\ d - _ et S
L T ey 37

Using /—g = r?sinfvaband V,F* = (—g) /20, (\/—gF") we then find for the Maxwell
equation with v =t

FtT‘ — _FTt — (147)

E(r)

0=0,(v—gF") = 8,(v/—gF"™) = 8, |r?sin Vab———— (14.8)
a(r)b(r)
or hence 0 = 9,(r2E /v/ab). We can easily write a solution for this as
E(r) = Qe\z/@ (14.9)
T
Similarly for v = ¢
¢ 0 2 B(0)
0 =0, (vV—gF"®) = 0p(v/—gF?®) = 9 |7*sin 0 Vab T5in2g (14.10)
=S
or 9g(B(#)/sin ) = 0. Which has as solution
B(#) = Qp, sin (14.11)

Here Qp and Q,, are constants whose interpretation has to be determined, but you will
be correct if you guess them fo be related to the electric and magnetic charge.

Solving The Einstein-Maxwell Equations

It is actually not too hard to solve the Einstein-Maxwell equations, but will just give the
result, leaving it to the reader to check. The solution is

2GM  4AwGe?
_ -1_1_ _ 14.12
a(r) = b(r) 3 (14.12)
with
e’ = Q%+ Q2 (14.13)

Thus the Reissner-Nordstrém Metric is given by
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9GM  4nGe? 20GM  4nGe\ !
d32:_<1_ + Tr; )dtQ—i-(l— SIS 7r2e> d7“2—|—7“2d92—|—7“25in29d<b2

r r r r
(14.14)
The non-zero components of the electromagnetic tensor are given by
_ _ Qe _ _ .
Fiyp = —F = — and ng) = —F¢9 = Qm sin 6 (14.15)
T

and we recognise that at infinity, where spacetime is asymptotically flat, Q. represents the
electric charge and Q,, the magnetic charge.!

The non-zero components of the energy-momentum tensor are given by

T _ e2[AnGe? + r(r — 2GM)]
=

2r6
2
Tle) — ¢
”" 2r2[dnGe? + r(r — 2GM)]
2
(e) _ €
Toy =53
2 cin2
(e) _ €°sin“0
Ty == (14.16)

One easily checks that the energy-momentum tensor is fraceless, g“"TlS,e,) =0.

The curvature of the meftric is zero and the Kretschmann invariant is given by

16G2(56m2e? — 24me> Mr + 3M?r?)
8
r

K = RMP R,y = (14.17)

This shows that » = 0 is a real singularity.

'0One may set Q,, = 0 is one is convinced no magnetic monopoles exist.
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14.2 The Komar Integrals for the Reissner-Nordstrém Black Hole

Let us evaluate the electric charge, energy and angular momentum Komar integrals for
the Reissner-Nordstrém metric. They are given by (12.36), (12.44) and (12.48) respectively

@=- /82 V7@ nuoy FY de
1
— _ 2 v j2
Br =g | VA me 0K s

1
-1 /Y@ n,0, V*RY d> 14.18
JR 87TG/32 v2) n,o, VHR d“x ( )

We refer to section 13.2 for details.

Charge
We find
v Qe
nyuo, FHM = 2 (14.19)
and therefore
Qp = lim [ r? sin@d@dger = 27Q, (14.20)

r—00 r2

So Qg is proportional to the electric charge of the black hole.

To deduct the magnetic charge, we need to find the Komar integral for the dual field
tensor *Fj,, = €40 77, This leads to

2Qm
SFRY = — 14.21
"y r4 sin 0 ( )
giving
2
Qu = lim [ r*sinfdfdy < ”gm) =0 (14.22)
7—00 T
At infinity the magnetic charge disappears, but is proportional to Q,,.
Energy
We find
4rGe?  2GM
nuo, VPKY = - L 2 (14.23)

r r
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from which we get

8rGe?

r

r—00

Er = lim <2GM — ) =2GM (14.24)

The energy at very large is given by ifs rest mass plus the electromagnetic energy of the
charges, the latter vanishing at infinity.

Angular Momentum
We find
nuo, VAR =0 (14.25)
and thus
Jr=0 (14.26)

The Reissner-Nordstrém has no angular momentum.

14.3 The Horizon of the Reissner-Nordstrom Black Hole

The condition ¢"" = 0 for a horizon is

_2GM N Ge? _ (r— r+)gr —r_) (14.27)

r r2 r

0=1

where we have for convenience rescaled the charges e?/4m — €2 and

re = GM £ /(GM)?2 — Ge? (14.28)

It is clear that there are three regimes depending on the sign of (GM)? — Ge?.

The Naked Black Hole: €2 > GM?

In this case r4 are not real and there is no horizon. The time coordinate remains timelike all
the way from infinity to the singularity at » = 0. We thus have a haked singularity. Note that
this does not violate the cosmic censorship conjecture that we discussed in section 12.5.
Indeed that conjecture states that a spacetime obeying the dominant energy condition
cannot form a naked singularity. But in this case the naked singularity is not formed, it has
always been there.

At large distances the solution approaches flat spacetime. The conformal diagram will
thus be that of Minkowski space fig. 12.1 but with a singularity at the origin, depicted by a
wavy line.
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Figure 14.1: Conformal diagram for a Reissner-Nordstrém black hole: e? > G M?

Further analysis of geodesics reveals that the singularity is repulsive: timelike geodesics
hever intersect r = 0, they just scatter of it. Null geodesics can reach the singularity, and,
of course, so can timelike curves that are non-geodesic.

The Subextremal Black Hole: e2 < GM?2

Start with considering e = 0, which gives a Schwarzschild black hole. As we approach
the singularity from infinity g, changes sign as we cross the horizon at r = 2GM, hence
the coordinate t changes from fimelike to spacelike. Let now e # 0. The time coordinate
becomes spacelike as we cross r = 4., but changes again to timelike when we cross r = r_
and the singularity at » = 0 is a timelike point.

Let us consider the road tfravelled by an observer falling from far way towards the
singularity.

e As the observer approaches r, it will be just like a Schwarzschild black hole. She will
cross it and r will become a timelike coordinate and she will fall further fowards the
singularity. An external observer far away will never see her cross the event horizon
as is the case with the Schwarzschild black hole.

e As the in-falling observer reaches r_, the coordinate r becomes spacelike again;
the movement tfowards the origin can be stopped and she does not have to hit the
singularity.

e In fact, she can move back towards and cross the horizon at r_. The coordinate
r becomes timelike once more, but with opposite orientation — i.e. moving in the
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lightcone facing downwards — and so she can cross the r; boundary as well. For an
external observer it seems like she is appearing out of nowhere, i.e. from white hole.

e The whole process can repeat itself any number of times.

This is illustrated in the conformal diagram below.

timelike trajectories

~V/

I'O

Figure 14.2: Conformal diagram for a Reissner-Nordstrém black hole: e? < GM?

The Extremal Black Hole: e2 = GM?2

In this case ry = r— = GM and there is only one horizon. Consider now Two such extremal
black holes with equal mass M and electric charge Q. and no magnetic charge @,,. Their
gravitational attraction GM?/r? exactly matches their electromagnetic repulsion +Q?/r?
so there is no net force between them. So we could have a situation where there are any
number of static extremal Reissner-Nordstrém black holes scattered around spacetime at
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random locations and they just remain statfic. This is quite a surprise as the gravitational
force is so much weaker than the electric force.

Whilst extremal black holes are inherently unstable because the slightest addition of
mass will bring it to the subextremal black hole, it is of some interest in the study of black
holes in quantum gravity and certain supersymmetric theories.

Let us consider the geodesic of an in-falling observer. On both sides of the single
horizon r = 2GM the r coordinate is spacelike, so you can avoid the singularity at r = 0
and move back out and in as you wish. This is illustrated in the conformal diagram below.

AAAA

A AAAAAAAAL

A A DAL

S

Figure 14.3: Conformal diagram for a Reissner-Nordstrém black hole: 2 = GM?

14.4 Rotating Charged Black Holes

Finally, let us mention that there are also solutions to the Einstein-Maxwell equations that
describe rotating black holes. We leave the details to the industrious reader.
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More Black Holes

There are many other solutions to the Einstein field equations that display a black hole.
Here we summarise some of them.

15.1 The Kottler Black Hole

The meftric is

—1
ds® = — (1 _am M) dt® + <1 _m AT?) dr® + r?dQ° (15.1)
r 3 T 3
This is a solution of the EFE with cosmological constant R, — %ng,+AgW = 0. Note that
this spacetime is not asymptoftically flat, but is asymptoftically de Sitter or anti-de Sitter
depending on the sign of A. This meftric is then known as the Schwarzschild-de Sitter
Metric for A > 0 and the Schwarzschild—anti-de Sitter Metric for A < 0. It has constant
curvature

R =4A (15.2)

and the Kretschmann invariant is

K= 15.3
r6 3 (153)
showing that there is a singularity at r = 0.
The Komar integrals are
2A73
ER =2GM — and JR =0 (154)

153
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The cosmological term gives an extra contribution to the energy that is proportional to the
volume of spacetime, here infinite.

This solufion can be generadlised by adding a charge

- 51 -4 = (15.5)

to give a solution of the Einstein-Maxwell field equations, with a constant cosmological
constant.

15.2 Topological Black Holes

A somewhat surprising solution to the EFE is given by a generalisation of

o2m  Ar? om  Ar?\
e e B s S R B e T e (15.6)
T 3 r 3
where k = 0,£1. For k = +1 we recover the Kottler metric. For k =0 and k = —1 we

need to make some change to the two-sphere metric. For k = 0 we need to replace S? by
flat space R? or the torus T2

A0y, = b + d¢? (15.7)
and for k = —1 we need to replace S? by H?, the two-dimensional hyperbolic plane.
A7}y = d6” + sinh? 0d¢? (15.8)

In order to have the standard interpretation of the coordinates we need A < 0 and so
these solutions describe black holes immersed in AdS spacetime with horizons that have
non-spherical topology. Confusingly these solutions are knows as topological black holes.!

The curvature, Kretschmann invariant and Komar integrals are the same for the £ =0
and k = —1 cases as for the k = +1 case.

15.3 Black Hole Solutions of Einstein-Yang-Mills Equations

Having found the Reissner-Nordstrém solutions for gravity coupled to electromagnetism, it
is logical to look for solutions for gravity coupled to Yang-Mills fields. These are mostly of

IConfusingly because topological usually means metric independent.
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theoreftical interest because, contrary to electromagnetism, Yang-Mills interaction is short
range only.

There are however such solutions and they do bring about some new properties. In
particular it seems that the no-hair theorems have no good analogues. For example there
are solutions with non-trivial Yang-Mills fields but zero Yang-Mills charges. There are also
static solutions that are not spherically symmetric

15.4 Regular Black Holes

We have seen in section 12.5 that singularity theorems say that under certain benign
conditions event horizons imply the existence of a singularity. Somewhat surprising, if we
let go these conditions, even weakly, then it is possible to have event horizons without
singularities. We present two such solutions.

Bardeen Black Holes

This describes a metric coupled to a non-linear version of an electromagnetic field

2

2mr? 2mr -1
2 _ 2 2, 2302
ds® = — [1 — 7(7"2 n 62)3/2} dt* + [1 — 702 n 62)3/2] dr 4+ r=dS) (15.9)

The curvature and Kretschmann invariants are given by

_ 6GMe*(4e? — 1?)

- (62 + 742)7/2

- 12(GM)?(4r® — 12270 + 47er* — 4e5r2 + 8eB)
o (€2 +12)7/2

(15.10)

and these are indeed an indication that there is no singularity present.

For large r it approaches the Schwarzschild metric, and for small r it approaches de
Sitter spacetime, confirming the absence of a singularity
Hayward Black Holes

Another example is provided by the metric

2mr3 -1
dt? 1-— dr? 2002 15.11
] + { (r* 4+ 2mrL?) i ( )

2mr3

ds? = — |1— "
5 (r*+2mrL?)
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which solves the Einstein field equations not in vacuum, but with matter having an energy-
momentum tensor

12(GML)*(r3 — 2GMr? + 2GM L?)

T = (2GM L2 + r3)3
o _ _ _12AGML?( —2GMr* + 2GML?)
T (2GML2 +1r3)(r3 — 2GMr? + 2GM L2)
o 24(GML)*r*(GML? —r3)
00— (2GML? + 13)3
2.2 2 3
Too = - 24(G%2ML2G+MT%3 ™) i 0 (15.12)

The singularity at » = 0 is regularised by the cut-off L that can be thought of as related
to the Planck length. The curvature and Kretschmann invariant are given by

R 24(GML)>(4GML? — r3)
(2GML? 4 r3)3
K — 48(GM)?(r'2 —8GM L*r® + 72(GM L?)?r® — 16(GM L?)3r3 4 32(GM L?)*)
(2GML? 4 r3)3

(15.13)

Here too we see that there seems to be no singularity.
Solving ¢"" = 0 gives three solutions, one of which is real and determines the horizon.

For r — oo this reduces to the Schwarzschild metric and for r — 0 we find that
git — 1—(r/L)? and corresponds to de Sitter spacetime, and hence there is no singularity.

15.5 Non-static Black Holes: Vaidya Metrics

So far we have only considered static solutions of the Einstein equations. There are, of
course, a plethora of time dependent solutions, and we give one simple generalisation
of the Schwarzschild metric. This is best done by going to the Eddington-Finkelstein co-
ordinates (10.3) v = t + r* with r* = r + 2GM In(r/2GM — 1)and making the mass v
dependent

2GM
ds? = — <1 _ G(”)) dv? + 2dv dr + r2dQ2 (15.14)
T

Likewise we can use the coordinate u =t —r* in stead of v and have similarly
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2GM
ds? = <1 — Gr(u)> du® — 2du dr + r?dQ>? (15.15)

Vaidya metrics provide useful oy models to study the evolution of black holes.

15.6 Higher Dimensional Black Holes

It is easy to generalise the four-dimensional black holes to higher dimensions or to find
hew solutions in more than four dimensions. We keep it very brief, barely enough to give a
flavour of the landscape.

Schwarzschild-Tangherlini Black Holes

These are the natural extensions of the Schwarzschild metric

=i

as? = — (1- 5 ) a? + (1- 15)  dr? + %0, (15.16)
T T

The parameter u is proportional to the mass of the black hole. There is a natural exten-

sion to the Reissner-Nordstrém black hole and asymptotically flat solutions satisfy certain

unigueness theorems.

Topological Black Holes

These have metric

r2 2N
ds? = — <k -t 52) dt® + (k — €2> dr® + 120 1x  (1517)

where the (d — 1)-dimensional space can be S4~1, R4~ H9=! or any other manifold satis-
fying Einstein’s equations with a metric h;; and Ricci tensor R;;(h) = (d — 2)khi;.

Myers-Perry Black Holes

These are the analogues for the rotating or Kerr black holes to d > 4. For a d-dimensional
spacetime with d = 2n + 1 or d = 2n + 2, hence corresponding to a spatial rotation of
SO(d—1), ie. of SO(2n) or SO(2n + 1) respectively, such a black hole is characterised
by n independent parameters. I.e. the number of parameters is equal to the rank of the
corresponding Lie algebra. As an example, for d = 4 we have SO(3) which has rank one
and hence one parameter, corresponding to the angular momentum. This is of course the
Kerr metric we studied in detail.
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Black Strings and Black Branes

Black strings are straightforward extensions of the Schwarzschild metric by adding an extra
dimension, which can be R or S*;

2GM 2GM\ ~*
ds? = — <1 e ) dt® + (1 — G> dr? 4+ r2dQs + dy? (15.18)
T T

Here the black hole is actually a string extended along the fifth dimension.

More generally we can consider black p-branes with metric

1
ds? = — (1— 5 ) d?+ (1— —55)  dr®+1%dQa +dyl  (1519)

These black strings and black p-branes appear in supergravity and string theories.

Exotic Black Holes

Somewhat surprisingly the unigueness theorems in four dimensions do not generalise to
higher dimensions, where the landscape of black holes solutions to the Einstein equations
is much more varied. As an example, in d = 5 there are asymptotically black rings solutions
where the horizon has the topology of S! x S*.



Chapter 16

Cosmology and the State of the Universe

16.1 The Robertson-Walker Meftric

We consider spacetime to be spatially homogeneous and isotropic, but evolving in fime, i.e.
it is of the form R x X with ¥ a three dimensional maximally symmetric space with metric
gij- The spacetime meftric is then

ds? = —dt* + a(t)?g;;(¥)dx'da? (16.1)

The coordinates 2 used here are chosen such that the metric is independent of cross
terms dtdz?, that gy is independent of z* and gij are independent of ¢. They are known as
Comoving Coordinates.

As we are assuming ¥ to be maximally symmetric, we know from (5.14) that the cur-
vature tensor is given by

3 KR
REj/)fl = 4 Gikgjt = 9ugsn) (16.2)
The superscript ®) is there to remind us that this tensor is for the three dimensional space

Y and k is some constant, which furns out to be the three dimensional curvature. The Ricci
tensor is the given by

RY = 2rg;; (16.3)
A maximally symmetric space will also be spherically symmetric so we can write
do? = §ij(Z)dz'da? = 2P dr? + r2d0? (16.4)

Note that one could add a factor ¢2#(") 1o the last term, but this can always be removed

159
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by rescaling r. For this metric we find the non-zero components of the Ricci tensor to be

2
R = o
Rg;) —e B(ro,f-1)+1
RY) = e (r0,8 — 1) + 1] sin2 0 (16.5)

Setting Rﬁ) = 2Kg,, we find

20,8 = 2re*8 (16.6)
,
which is solved by

8= —% ln(l — m”2) (16.7)

One easily checks that this solution also safisfies the other equations. Thus the three
dimensional metric is

+72d0? (16.8)

As k is the curvature of ¥ it sefs ifs scale and we can always rescale it such that it is
41 or 0. We then also rename it to k and have found that the most general homogeneous
and isotropic spacetime that can evolve in time is of the form

dr?
1 — kr2

ds® = —dt* + a(t)? < + r2dQ2> (16.9)

This is the Robertson-Walker Metric also known as the Friedman-Lemaitre-Robertson-
Walker or FLRW Universe and is a key building block of virtually all cosmological models.

Depending on k we have three cases
k = +1: the curvature is positive and the universe is closed;
k = 0: the curvature is zero and the universe is flat;

k = —1: the curvature is negative and the universe is open.
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For further use, we give the hon-zero components of the Ricci tfensor

g
Rop = — —
a
ai + 2a® + 2k
Ri=—"7—"-—+—
1 1— kr?
Roy =7%(ad + 2a* + 2k)
Roy =7%(ad + 2a* + 2k) sin? 0 (16.10)
the curvature
N\ 2
k
Reg|%4 <a> L (16.11)
a a a
and the Kretschmann invariant
2.9 -4 ) 2
- 12(ad” + (a* + 2ka” + k*) (16.42)

al

16.2 The Friedmann Equations

The next step is fo fill the universe with something. For this we assume the energy-
momentum tensor of a perfect fluid

T = (p+ P)ULU, + Pg,u, (16.13)

With the isotropic metric that we consider the velocity of the perfect fluid is by construction
of the reference frame at rest, so that U* = (1,0,0,0) and

p 0 0 O
T, = |2 (16.14)
s 0 Pgij
0
From this we find that
T = diag (—p, P, P, P) (16.15)

and

T=T)=-p+3P (16.16)
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Let us consider the conservation equation V,TH” = 0. For v = 0 this is

30ia
0= 8, Tl+ T, Ty — T’ = —0up — Tt(p +P) (16.17)

We can rewrite this as
Oi(pa®) = —Pdya® (16.18)

One can check that the conservation equations for v £ 0 are identically satisfied

We now plug this energy-momentum tensor intfo the Einstein equations

1
Ry, = 81G <TW - 2Tg,uw) (16.19)
For u = v = 0 this gives
—32 = 47G(p + 3P) (16.20)

and for u =1 and v = j we find a common factor g;; so that there is only one equation
. . 2
2k
Y49 <a) + = = 4nG(p - P) (16.21)
a a a

It is common to combine these equations as

a\? 81G  k
o) " 3 P2
a A7 G

2=~ (p+3P) (16.22)

These are known as the Friedmann Equations .

It is convenient tfo parametrise time such that at present time ty we have a(tg) = 1.
We can then define a variable that measures the actual scale of the universe by

R(t) = Rpal(t) (16.23)

so that R(ty) = Ry is the present scale of the universe. This variable is hot to be confused
with the curvature! Note that we have a/a = R/R.

The upshot of all this is that with only three simple equations we will be able to say
already quite a lot about what types of universes are possible. These are (1) the equation
of state relating energy density and pressure; (2) the energy-momentum conservation
equation and (3) one of Einstein field equations. Together they can be written as
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p=wP
dp _ dj
p+P R
R+ k= ?pl# (16.24)

16.3 Common Cosmological Parameters

In order to make the link with cosmological observations, it is convenient o define some
new variables

e The Hubble Parameter H characterises the rate of expansion and is defined as

(16.25)

=v]=sE

a

At present time tg we have the Hubble Constant Hy. It is currently believed to be
around Hy ~ 70 + 10 km/s/Mpc ~ 2 x 10~ 18s.

e Cosmological scales are often defined using the Hubble length dy = HO_1 ~ 13.3 x
10%° m and the Hubble Time ty ~ 4.4 x 10'7s.

e The Deceleration Parameter is defined as
qg=—— (16.26)

e For every type of material we fill the universe with we define a Density Parameter

817G P
Q=——p==— 16.27
sz =, ( )
where p. is the Critical Density
3H?

= o 16.28
2 81G o)
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16.4 Filling up the Universe

Let us now assume an Equation of State relating P and p of the form
P =wp (16.29)

We can rewrite the conservation equation as

P _ —3(1+ w)g (16.30)
p a

In general w could be a complicated function of p but as we saw in (2.15) it takes a
constant value for the cases of importance:

dust/matter w = 0 : these are just collisionless non-relativistic particles that
exert no pressure;

radiation w = 1/3: these are photons or highly relativistic particles. An easy
way to understand this o to notice that the energy-momentum tensor of the
electromagnetic field is traceless (in four dimensions) so that the value for w
follows directly from (16.16).

vacuum energy w = —1: this just gives a non-zero cosmological constant

When w = ¢™ we can solve the equation of state

p X q 30+w) — =% (16.31)
and we find
matter: poxa™ = v, =3
radiation: pxa™® = 4, =4

vacuum: p=c® = 4, =0

These results should not come as a surprise. For dust the energy sits enfirely in the rest
mass of the particles and so the energy density is proportional to the inverse volume of
space, which in this spacetime has a time dependent scale factor, a. For radiation we have
this same volume factor but an additional factor a=! due to the increasing wavelength —
and corresponding decreasing energy — as space expands. For the vacuum the energy
density is constant by assumption.

We now fill up the universe with matter, radiation and vacuum energy with energy density
Pm, Pr Gnd pp respectively. We can then rewrite the last equation of (16.24) in terms of
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the cosmological parameter as

8tG k
H? = —~ > pi- 77 (16.32)

j=m,r,A

It is convenient to introduce a density linked to the geometry of spacetime

3
=— R? 16.33
Pk = T 8rGk (16.33)
so that (16.34) becomes
811G
2 _
H? = == > pn (16.34)
n=m,r,\,k
Using the definition of critical density (16.28) we thus get the simple equation
1= Z Q= U+ Qe + Qp + e (16.35)

n=m,r,\k

i.e. the sum of all the density parameters corresponding to what fills the universe Q,,, {2,
and Qx and what comes from geometry Qi should add to one.

We can now write

 _ 8nGpi/3H” _ (HO)QPJ’ _ <H°>2a—%' (16.36)
Qj,O 87TGpj70/3Hg H P35,0 H

where we have used a(tyg) = 1. Thus
Ho\?
0, = < 0> a0 (16.37)

Using this in (16.35) we find

Q Q Q
H2:H3< C’:’;;O + a’I:iO +QA70+ ak2,0

) (16.38)

The ;o are the density parameters at current time to so they can be measured and
are given by

Qno~03;  Qo=5x107°  Quo~0.7 (16.39)

)
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We see that 70% of the energy density comes from vacuum energy and 30% from matter
(of which 4% is from the usual baryonic matter and the remainder 25% is dark matter, of
which know nothing, except that it must exist). Energy from radiation plays no significant
role in our current universe. Note however that because p,, o< a2, p, « a=* and pp = c'®,
radiation dominated the universe at its very beginning when it was very small, i.e. right
after the Big Bang. This is due fo the fact that at that time, all matter particles were

ultrarelativistic and their masses were negligible so that they behaved as radiation.

16.5 A Cosmic Diagram of the Universe

At this point we can start building a "phase diagram” for the universe. In theory we should
consider a three parameter space (2,2, 4), but as radiation is negligible, we will look
at a two dimensional phase diagram spanned by €2, and 4. We can identify the following
features

e Consider the line Q,,+Qx = 1. Because we have 1 = Q,,,+QA+Q, = Qm+QA—k:/R2
weneed k>0if Q, +Qx >1and k <0 if Q,, +Qp < 1. Thus, above the line the
universe is closed (k > 0) and below that line the universe is open (k < 0).

e Next we consider the deceleration parameter ¢ defined in (16.26)

ad R/R 1
j=m,r,A
1
=~ (Qm +2Q, — 20, (16.40)
2
Here we have used
R A7 G e
- R L SR T
R 3 3
j=m,r,A
e 3H?
ST 2 etwlggt
1 (R
=3 <R> > (14 3w))Qy (16.41)
j=myr,A

If the cosmological constant is zero or negative then ¢ is positive and the expansion
of the universe will slow down. Ignoring radiation (16.40) becomes —g = Qp — 19,
we see that cosmic expansion accelerates above the line Q) = %Qm and decelerates
below that line.
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e Let us now rewrite (16.38) as

iz _ Qm,(] + QT‘,O
H? a?

+ Qp 0a® + Qk,ﬂ) =0 (16.42)

This is an equation that we should be familiar with. It looks like the Newtonian
description of a particle with mass 2/H02 with zero total energy in a potential

O,
V(a) = — <a’0 -+ QA,0a2> — Qk70
O,
= — a’o — QA’OCLQ — (1 — Qmp — QA70) (16.43)

where we have again ignored the radiation energy and used 1 = €, o + Qa0 + Q0.
Fort small a we have V(a) o —Qy, 0/a and the potential is attractive like an inverse
square law. For large a we have V(a) o< —§2 oa and is attractive for Qx, < 0 and
repulsive for Qp, > 0, like a harmonic oscillator, with negative Hooke’s constant.
The constant ferm just moves the potential up and down. At present we have by
convention a = 1 and by observation a > 0.

Let us first consider the case of negative cosmological constant Q5 ¢ < 0. The
potential is then
Qm,O

Via) = — =+ |Q20la? = (1 = Qo — Qo) (16.44)

The potential is shown as the thick line in fig. 16.1 and attractive everywhere. The
"particle” is at present at a(tg) = 1 and has a > 0 so moves up the potential to the
right. But as it reaches V(a) = 0 ifs "kinetic energy" and hence speed becomes zero
and the particle falls down fo the left, reducing a(t), thus the universe that started
as a Big Bang will eventually contract and end in a Big Crunch.

V(a)

Figure 16.1: Cosmic potential for different values of Q,, o and Q4 o
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Let us now consider the case 5 o > 0. Here both for a — 0 and a — 400 we have
V(a) — —oo. Two cases are shown as the thin and shaded lines in fig. 16.1. The thin
line is such that the universe has sufficient energy fo go the top as the maximum
potential is hegative. The universe started in a Big Bang and will continue to expand
forever. For the dashed line we need fo consider whether the value amax where V(a)
reaches is maximum is greater or smaller than one. If amex > 1 then we will not
have enough energy to reach the top and the universe will recollapse. If, however,
amax < 1, which is the current situation, we have already passed the peak of the hill
and the universe will expand forever. In fact because the total energy of our particle
model was zero, we could never have crossed the hill and come from a situation
where a was zero. This is a universe where there was no Big Bang at all.

The dividing line between these scenarios are found by finding the maximum of V'(a) ,
i.e. by solving V'(amax) = 0, and then setting V (amax) = 0. These two equations gives
a relation between €, o and 2 9. To see what the two sides of these curves imply
we need to check whether amqx is smaller or larger than one. We will not perform
this straightforward calculation in detail.

All this above information is summarised in the Cosmic Diagram shown in fig. fig:grcosmdiag.
The present value of the universe is somewhere in the grey circle. Somewhat surprisingly
this sits on or very close to the line determining whether our universe is closed or open,
i.e. it is nearly flat. We conclude that

Our universe is nearly flat, originated from a Big Bang and will expand forever.

no Big Bang
QA AN

Big Bang accelerating

decelerating

D=

expand forever

____—_ recollapse
7

1 sz

N

open closed

Figure 16.2: Cosmic diagram for a universe consisting of matter and vacuum energy
only. The current universe is somewhere in the grey circle.
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16.6 A Static Universe and the Cosmological Constant

When there is no vacuum energy, 25, = 0 the Einstein equations admit no solution for a
static universe. This bothered Einstein considerably as at that tfime it was generally believed
that the universe was static. Einstein solved this by introducing the cosmological constant.
As we now show with such a cosmological constant it is possible o have a static universe.

We start with the Einstein equation for Rgg in (16.20) and set i = 0 to get p + 3P = 0.
Using the equation of state P = wp with w = 0 for matter and w = —1 for vacuum
energy this gives (1 + 0)pm, + (1 — 3)pa = pm — 2pA = 0. The total energy density is thus
p = pm + pr = 3pr = 3A.

Setting both @ = 0 and a = 0 in (16.21) gives

2k = a*4nG(p — P) = a*4nG(pm + 2pp) = 16a*7GA (16.45)

We thus find that there is a static solution for a closed universe with £ = 1 as long as
pA = 3pm and then a is a constant given by

2 _ 1
ITGA

(16.46)

It is rumoured that Einstein called his infroduction of the cosmological constant to ensure
a static universe his greatest blunder. In fact, the universe is not static but expanding, so
had Einstein not infroduced the cosmological constant, he could have predicted that the
universe was expanding. Ironically enough , the universe is indeed expanding and does have
a cosmological constant.

16.7 The Universe Flow in the Cosmic Diagram

We may now ask the question how a universe with a given set of density parameters
(}; evolves over time, i.e. how universes flow in the cosmic diagram. We thus need an
expression for 1.

Our starting point is the definition of the density parameter (16.27) from which we find
O 81G 87TG pj 87TG 2H
@ \3mP) T 3 m T 3 \Tm P

Q; Pi ok = —Q;
Pj

H
3(14wj)H + 2= (16.47)

H

T/ =




170 Cosmology and the State of the Universe

where we have also used (16.30). We now work out

H 1dR 1 (R R2>
— — ] =—q-1

H? HYdtR~ H?2\R R
1
= - Qj_;%u +3w;)Qy — 1 (16.48)

where we have infroduced the deceleration parameter ¢ as defined in (16.26) and its worked
out formula in (16.40). This means that we have a simple equation for how the density
parameters evolve

Q =HQ [ —3w; —1+ > (143w (16.49)

i=m,r,A

If we ignore radiation, then these equations become

Q= HQp (U — 204 — 1)
Qp = HOA(Q — 290 + 2) (16.50)

We can view this as a vector field ¥ = (Qm, QA) in the two-dimensional space spanned by
(Qm, Qa) and the corresponding flow is shown in fig. 16.3.

Lsf //'1‘4 - - ‘<

[ f/F 4t << <
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O wo v v o v Y Y Y Y Y Y Y % % %
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0.5F

LN
X \\\\“f
\%f////v

e —
0.0 =4

-0.5F

0.0

Figure 16.3: Flow of universes in the cosmic diagram with €, and Q4 and €2, =0
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There are three fixed point where €, = Qz = 0, viz (Q,,, Q) = (0,1), (0,0) and (1,0). The
former, (0,1) is an attractor: universes in the neighbourhood evolve fowards that point.
The latter two, (0,0) and (1,0), are unstable fixed points. Any perturbation from it will
ensure that the universe evolves away from it. Our universe with (£,,,, 2x) = (0.3,0.7) will
evolve towards (0, 1), a universe fully dominated by vacuum energy.

Note that without cosmological constant we would be moving on the horizontal axis
only. If ,, < 1 then the universe will flow towards €2, = 0 and the fixed point is stable; If
Q. > 1 then it will flow Tfowards very large values. However small a perturbation 5 there
is, the universe will always flow To an larger absolute value of A.

Let us how consider the case where we cannot neglect the radiation. The flow equations
then become

Q= HQpp (Qy + 202, —2Qp — 1)

Qp = HQ (Q + 29, — 204 — 2)

Qp = HOA(Qn + 29, — 2Qp +2) (16.51)
We now have four fixed points, the origin where all density parameters are zero and three

fixed points where all density parameters are zero, bar one that is equal to one. The 3D
flow diagram is shown in fig. 16.4.

Figure 16.4: Flow of universes in the cosmic diagram with €2,,,, €2, and Qx
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Finally, let us consider the case with no cosmological constant but with a universe that
contains both radiation and matter. The cosmic flow diagram is then shown in fig. 16.5.
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Figure 16.5: Flow of universes in the cosmic diagram with ,,, and €, and 2, =0

16.8 The Flat Universe

We can apply the previous analysis as well o , the density parameter that is related to
the geometry of spacetime. A similar calculation gives

: d k 2k (H R H
FTd < H2R2> o2R? (H * R) k (H * ) witd
— QU H(Q + 29, — 20 (16.52)

Let us assume a completely flat universe. Then k = 0 and €, = 0 and Q stays at zero:
a completely flat universe remains flat. But let us assume that universe is nearly flat, i.e.
k and by consequence ) is very close to, but not equal to zero. If on the one hand
Q. + 29, — 2Q4 > 0, which is certainly the case if the cosmological constant is negative,
then Qg will grow and the universe will become less and less flat. If on the other hand
Qo+ 29, — 2Qp < 0 then €y, is a stable fixed point. Given enough time, €, and €, will
become very small and Q4 will dominate so that for positive cosmological constant this
condition will eventually be satisfied and the universe will end out flat.



Chapter 17

The Unruh Effect and Hawking Radiation

17.1 The Accelerated Observer and Bogolioubov Transformations

Consider the action for a free scalar field theory in curved spacetime
1 1
Sl = /d4$ L= /d4fv V=9 [29“”VWVV@ - gmie? (17.1)

Following the minimal coupling, we have replaced the ordinary partial derivatives by covari-
ant derivatives.

Let us now proceed with the canonical quantisation of this theory. First we need the
equation of motion. This is straightforward:

9"V, NV —mPo =0 (17.2)

Canonical quantisation consists of expanding the field ¢ into a basis of solutions of this
equation, the coefficients of this expansion are then promoted to operators and we can
split the field into a positive energy frequency and a negative energy frequency part that
corresponds to creation and annihilation operators respectively. In the case of flat space-
time, the equation of motion allows simple plane wave solutions e?*® and everything is
pretty simple.

In a curved spacetime background, plane waves are not a solution of the equations of
motion and this leads to interesting physics. We will therefore assume that we have a set
of functions {fz} that form an orthonormal basis of solutions for the equation of motion,
i.e. we have

9"V, Y, — m? — (R fi(z) =0 (17.3)
We now expand the field ¢ in tferms of these solutions and their conjugate
p(x) =Y (aifi +ai f}) (17.4)

(2
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At this point i may consist of discrete or continuous parameter. The functions f; are
orthonormal:!

(fis f5) = & and (fi f)) = —6ij (17.6)

We follow the standard procedure for canonical quantisation. Define the conjugate
momentum of the scalar field:

oL

Sivg) = VIV (17.7)

m(z) =

and impose the equal-time canonical commutation relations (ETCCR)

[(p(t, $)7 90(t7 :13,)] = [Tr('t’ .’13), ﬂ(tv :13,)] =0
lp(t,x), m(t, )] = %&H(m ) (17.8)

The coefficients a; and a; are promoted to operators a; and df and satisfy the commutation
relations

la:, a;] = [a], al]

0
i, ] =0y (17.9)

[aiyaj
We define the vacuum state |0) ; by the fact that it is annihilated by the a;:
a; \()>f =0 for all 4 (17.10)

From this vacuum we define the entire Fock space by repeated action of creation operators
AT
ai.

ning ) = \/71?1' (a{)m \/71?2‘ (a;)’” --10), (17.11)

We can also define a number operator for each mode

Ay, = ala (17.12)

The inner product of two functions F and G is defined as:
(F,G) = fi/ (FV,G" - G*VuF)n“\/—vddflx (17.5)
b

Here X is a space-like hyper-surface with induced metric ~;; and unit normal vector n#.
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that counts the number of excitations in mode i, i.e. iy, [ning - - ')f =n;|ning - -)f.

So far, there is nothing unusual. The only point an attentive reader may have noticed
is That we have here and there added a suffix ; to make clear that we are working in the
basis of the modes f;.

We could of course have chosen a different basis of solutions of the equation of motion,
say g;. All the equations would then have been similar with due replacements. The field is
expanded as

p(x) = bigi + bigf (17.13)

and canonical quantisation imposes the commutation relations

~

[bi, b, (b}, 65 =0
[bi, b] =6y (17.14)

We define a vacuum |0), by bi 0), = 0 for all i and can construct the Fock space by

repeated application of the creation operators bzT We can also define the number operator
~ _ 713

In flat spacetime we are able to pick out the plane waves as preferred basis. This allows
us to split the field in a positive energy frequency part ¢ and a negative energy frequency

part ¢~

a3 1 , d3 1 )
p(z) = ot (x) + ¢ (x) :/ P ape—”"%r/p alet?T  (17.15)

(2m)3 |\ 2E, (2m)3 \/2E, P

The concept of positive/negative energy frequency part comes from the time-derivative of
the plane wave solution

9 —ipr _ 9 —i(pot—pxz) _ ;0 —ip=x
&6 = ae = —ip e
ae—l-zp-x — a6-1-2(77015—1;.3:) — _|_Z-p06—zp-m (1716)

The time coordinate is not unigue as we can perform Lorentz transformation that will
change the time coordinate. However, the vacuum |0) and the number operator n, = al,ap
are Lorentz-invariant. Let us indeed see what happens if we go to another inertial frame.
Clearly if we do a three-dimensional rotation, this isnt going to affect time, so we need to
consider a boost. These are of the general form

t'=7(t—v-x) and ' = (x — vt) (17.17)
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where v is the boost velocity. The inverse transformation is
t=~t +v-x) and x =y(x' + vt (17.18)
We are interested in the time-derivative in the new coordinate system:
Oy = Opat'0y = Opto; + Opz'd; = (0 +v - ) (17.19)
and hence looking at the positive energy mode f, = e~ we find
Ofp =70 +v- 8)e_i(p0t_p'"’) = y(—ip® + iv -p)e_i(pot_p'm) = —ipf, (17.20)

and so in the other coordinate system f,, is equally well a positive energy frequency mode,
but with boosted momentum p’. Hence the split between creation and annihilation operator
is identical in both coordinate systems and the number operator for a given mode, and
for the ftotal number of particles, measure exactly the same number of particles in both
inertial frames.?

In flat spacetime, Lorentz invariance, guarantees that all inertial
frames will measure the same number of particles.

This immediately raises the question of if and how this generalises to non-inertial frames,
i.e. do observers in all frames from general relativity see an identical split between positive
and negative energy frequency parts. In plain english: would all observers count the same
number of particles?

In order to answer this question, we expand the modes in one reference frame in terms
of the modes of the other reference frame:

9= (cisfi + Bisf}) (17.21)
J
Using the orthonormality conditions of the modes f;, we find
(9, 1) = [aielfs £3) + Bir (i £7)] Zazk5 k= Qij (17.22)
J

and

(gia f;) = Z [azk(fkv f ) + 5zk(fka Zﬁlk(sjk = _Bz] (17.23)
J
We can also expand f; in terms of g;:

fi=>_(pijg; + 0ijg}) (17.24)

J

2We should add for the free theory, as that is what we are looking at. But this is sufficient for
our purposes of looking how this works in curved spacetime
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and find similarly

(fi,g5) = Z [0ik (gks 95) + oir (g5 95)] = pij
k

(fi9) = > [pinlar: g) + oin(gii, 95)] = =05 (17.25)
k

Now we have pi; = (fi,g;) = (95, fi)* = o; and o35 = —(fi, g}) = —(g;, fi)* = —(9;, /) =
—Bji so that we can rewrite (17.24) as

fi=>_(afig; — Byig}) (17.26)
j

The transformations (17.21) and (17.26) between the different basis modes are known as
Bogoliubov Transformations and the coefficients o and 8 are known as Bogolioubov pa-
rameters. This transformation also links the creation and annihilation operators in both
reference frames. Indeed:

o(z) = Z [bigi + b 9]
- Z bi Z ij f ‘l‘ﬂmfy) 6 Z (O‘;jf; +/B£kjfj”

= Z Z (cvjb; + 85D £ +Z(ﬁwb +albh) 1] (17.27)
j i
And so we see that we can identify
a; = (aibi+Bb})  and Z(Bwb +ag;bl) (17.28)

and similarly we can write
p(z) = Z [aifi + &;‘rfi*]
= 3 [0 X (s~ 00a) ! 5 (o]~ )]

j
- Z [Z i — fj;a al)g; Z(—ﬂji&i + ajidj)g}‘] (17.29)
J i i

and identify

b; = Z(a;‘jaj ~Bal)  and b= Z(—ﬁijaj + ajal) (17.30)
J J
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We already see that the creation and annihilation operators get mixed up in another coor-
dinate system.

Let us now consider a system that is in the vacuum state \O>f as measured by the
f-modes. Le. a state defined by a; \O>f = 0 for all ¢. Clearly the f-mode number operator
in this state measures no particles:

7(01 s, 10); =5 (0] afai [0); = 0 (17.31)

What would an observer in the g-mode reference frame measure for particles in his g;
modes? That is just his number operator sandwiched between the state of the system, i.e.
7(0] ng, \O>f. But we can now work this out using the Bogoliubov transformations:

#(01 ng, 0) ; =5 (0] B1b; 0)
=1 (01> (=Bija; + aizal) Y (agar — Bial) [0),
J k

=" BiiBi %0l afa; + 05 [0), = BBy (17.32)
J

ik

where we have used the commutation relations. We conclude that the observer of the
g-mode reference frame measures

{01 ng, [0y, = 181 (17.33)
J

If any of the coefficients (3;; is not equal to zero than the observer in the g-mode
reference frame will see a hon-zero number of particles! Now the § coefficients are defined
in(17.21), i.e. g; = Zj (Oéijfj + ,Bijf;>,' so they are non-zero when the positive and negative
energy frequency modes of the two reference frames get mixed up. In flat-spacetime we
have seen that, due to Lorentz invariance, these modes do not get mixed up and all 5’s
are equal to zero. As a result both observers will measure the same number of particles.
In curved spacetime, there is no reason to assume that all the §’s are equal to zero and
so the observer in the g-mode reference frame will measure one or more particles. Now,
due to the principle of equivalence of general relativity, a curved spacetime is equivalent
to acceleration, so whereas one observer will see a vacuum with no particles, another
observer that is accelerating vs. the first one will measure particles. Thus

observers who are accelerating vs one another
do not see the same number of particles.

This is a direct consequence of field theory in curved spacetime. We would obviously like
to understand this better.
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Discussion

This is a striking and a perhaps counter-intuitive result. Clearly a particle detector in a
curved spacetime will measure a humber of particles unaware of what modes is being
used? But what is the definition of a particle used by such a detector? The answer is that
the detector will have its own proper time 7 along the trajectory it follows in the curved
spacetime and that proper time will define the positive and negative energy frequency
parts and then also the number operator corresponding to that proper time. So, whilst
the detector may not be aware of the modes, the modes themselves are solutions to the

equation
D .
—fi=—wf; (17.34)
dr
for some frequency w > 0. In general it may not be possible to find such modes all over
spacetime. But this may be possible in a static spacetime, that is a spacetime where the
metric is independent of the fime coordinates and there are no time-space cross terms:

009w = goi = 0. In such a metric
1 g g g
0= g""VuVy = g0 + 59"9" 0igo0d; + 90,0 — gIT*ij6), (17.35)

and the equation of motion (17.2) can be written as

1 . . L
[90083 + 59009”81'9008]' + g”@iaj — ngkZ'jak — m2:| f(m) =0 (17.36)
We can rewrite this as
0 f () = =900 [29009”81'90083' +g"0:0; — g T 15Oy — mﬂ f(x) (17.37)

The RHS contains no dependence on tfime as we are in a static spacetime and the LHS is
Just a time derivative. We can therefore perform a separation of variables:

fx) = fult, ) = e Fy(x) (17.38)
where F(z) and w satisfy
1 . . .
~900 | 599" 0i9000; + 97 0:0; — gVT ijO) — m® — ER| Fu(w) = —w’Fy(x)  (17.39)
Eq. (17.38) then defines the positive energy frequency part

O fu(t,®) = —iwf,(t,x) (17.40)

If the proper time of the detector will be proportional tfo the Killing time of the static
spacetime then these modes will be the natural basis to describe the Fock space.
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17.2 The Unruh Effect

Let us show that an accelerating observer in the vacuum of flat-spacetime will see a thermal
spectrum of particles, with the temperature of the spectrum related to the acceleration
rate. As gravity and acceleration are equivalent this will be a natural first step to then
discuss Hawking radiation, i.e. The radiation of black holes.

To simplify the analysis, we will work in 1 4+ 1 dimension and consider a massless real
scalar with Klein-Gordon equation Oy = 0. We immediately have one set of modes, the
plane waves of this equation. We now consider an observer moving along the space direction
with constant acceleration a. We will first need to identify the modes that this observer will
use and then use the Bogoliubov transformation to calculate the particle spectrum seen
by the accelerating observer.

The trajectory of the accelerating observer is given by:

1 1
t(r) = —sinhar and x(1) = — coshat (17.41)
a «

where 7 is The proper time of the observer and « is a positive constant. The acceleration
of this observer is a# = d?z#*/dr* and we have

d’t  d? 1
a® = R o sinh o = asinh ar
d? d? 1
al = TS =9 cosh ot = acosh at (17.42)

and hence

a? = nuata” = —(a")? + (a')? = a®(cosh? ar — sinh? 1) = o? (17.43)

We can easily eliminate the parameter 7 from the trajectory and describe the path in t-x
space as

1
-t = (17.44)
o
We see that the observer follows a hyperboloid with null paths x = —t and x = +t as

the asymptotic paths in the past and the future. This should, of course, not surprise us
as these null asymptotes are the paths where the observer has accelerated fo maximum
velocity, the velocity of light.

Let us how move to new coordinates n and &:

1 1
t=—e%sinhan and 1z = —e coshan for x> |t| (17.45)
o o
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We will come back fo the condition = > |t| very soon. The range of the new coordinates is
[—00, +00] for both i and &. The path of the observer is how given by

1 1
t(r) = —e* sinhan = —sinhar
o o
1 1
z(T) = ~e® coshan = = coshar (17.46)
o o

We can simplify this. Squaring both equations and subtract them from one another imme-
diately yields e® = 1 or ¢ = 0. Plugging this into the first equation gives n(t) = 7. In
terms of the new coordinates the path of the accelerating observer is thus:

n=r and £E=0 (17.47)

This is just a reference frame that is moving with the observer. To compute the meftric in
terms of the new coordinates we calculate the line element ds? = —dt? + dx?. Straightfor-
ward algebra gives

ds® = 2 (—dn? + de?) (17.48)

Let us for a minute look back at the coordinate transformation (17.45). Clearly this
covers only the region x > 0 and as

1 1
z—t=—e%(coshan —sinhan) = —e¥e=" > 0 (17.49)
« a

we have that our coordinate transformation only covers the region x > |t| and not the
entire spacetime. This is the region R I in Fig.17.1. In order to have a coordinate system
over the whole of spacetime we also need to cover the three other regions. R IT and R III
are space-like regions, so we are not to worried about them. In fact they can be reached
by analytical continuation if we would so desire. For R IV we can simply flip the signs and
we then have

1 1
t = ——e*sinhan and r=——e%coshan  for  x<|t (17.50)
a o

Strictly speaking we are abusing notation as in both R I and R IV the coordinates go from
—oo to +00. However we can solve this by carefully identifying which region we are working
in. The only point we have not covered then is the origin, but that is a point of zero measure
and should not bother us.

These new coordinates i and & are as Rindler Coordinates and R I is known as Rindler
Space. The observer moving with constant acceleration is known as a Rindler Observer.
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3

RI RI

R III

Figure 17.1: Minkowski spacetime in Rindler coordinates
Now that we have the metric in tferms of Rindler coordinates (17.48) we can easily write
the equation of motion Oy = 0 in terms of these coordinates:
-2 2 2
Op=e (=07 +08)p=0 (17.51)

This, of course, has as solution the plane waves in terms or Rindler coordinates. But we
need to be careful. In R I we have

Oy = Oty + 9y = €“*(cosh andy + sinh andy) = a(xd; + o) (17.52)

and this will be recognised as a boost in the z-direction, with d; and 9, pointing in the same
direction, the direction of fime flowing forward. In R IV we have similarly 0, = —a(x0;+t0y)
and g; and 0, point in opposite directions.

First consider R I and a normalised plane wave:

1 .
1) — el(—wn+kE) (17.53)
g vVarw
where, as we are in 1 4 1 dimensions, w = |k|. This safisfies
1 : 1 .
8779(1) = 6n7mez(_wn+k€) = —iCUimel(_wn—i_kf) = —ng(l) (1754)

and is indeed a positive energy frequency mode. In R IV we have to use —0d, to ensure
time flows in the same direction. And hence g(l) does not correspond to a positive energy

frequency mode in that region. It is however straightforward to write one as

L iromtre) _ 5 1 iruntre) _ @)

——e = —jw——¢ = —jw (17.55)
ViamTw 4w g

— 779(2) = -9,
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So we conclude that the Rindler observer can use the following modes:

1 .
1 .
RIV: g,(:) _0 and g,(f) _ ﬁ61(+wn+k£) (17.56)

These form a complete basis set for the Rindler observer and we can expand the field ¢(x)
in terms of these modes:

o(2) :/dk: [13,2”9;9)+521)T9£1)*+522)g£2)+l3£f”gff)* (17.57)

The observer in the inertial frame, let us call him the Minkowski observer, will have a
mode expansion in plane waves in the t-x coordinate system:

o) = [ dk [ansi+ aloi] (1758)
The Minkowski observer will have a vacuum state |0),, defined by
ay [0y = 0 (17.59)

and sometimes called the Boulware Vacuum. The Rindler observer will have a vacuum |0),
defined by

b 00 = 57 [0)g = 0 (17.60)

and sometimes called the Kruskal Vacuum.

The Rindler observer will not see the Minkowski vacuum as containing zero particles as
his annihilation operators are a mix of the Minkowski annihilation and creation operators.
Two work out what the Rindler observer sees, we just need to find the Bogoliubov param-
eters that fransform one set of modes into the other set of modes. This is straightforward
algebra but rather lengthy. We will use an alternative way to achieve this, originally due o
Unruh. We will find a set of modes that share the same vacuum state as the Minkowski
modes, albeit with different description of the excited modes. But these new modes will
have a simpler overlap with the Rindler modes and hence the Bogoliubov parameters will be
easier to calculate. The way to do this is to analyfically continue the Rindler modes over
all of spacetime and express this extension in terms of the original Rindler modes.

In order to achieve this, first note that from (17.45) we find for R I that
oz —t) = e (cosh amy — sinh an) = e =179
oz +t) = 2 (cosh an + sinh an) = eF1+E) (17.61)
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and similarly for R IV
a(—z +t) = —e¢ (= cosh o + sinh o) = e~ (18
a(—z — t) = —e¢ (— cosh an — sinh an) = eF*01+8) (17.62)
If we now assume k > 0 and so w = k then we can write for g™ in RI :
\/Rg,gl) = eimwmthe) — giw/a (g _ pyiw/e (17.63)
We can analyftically continue this expression for 91(61) outside of R I to everywhere in
Minkowski spacetime, by using the appropriate values of ¢ and x. Similarly, we find, assum-

ing k > 0 and so w = k in R IV for the complex conjugate of ¢(2) with minus the momentum
component:

47ng(_2]1* _ e—i(-i—wn—k&) _ aiw/aenw/a(x N t)iw/a (17.64)

Which again we can analytically continue to the whole Minkowski spacetime. We thus have
a well defined combination over the whole of Minkowski spacetime given by:

Varw (g,il) + e*””/ag(jg*) = 2ai“/°‘(a: — t)i“/a (17.65)
Now if we take k < 0 such that w = —k, we find similarly in R I:
\/mg,(j) = Hmwnthe) — qiw/a (g 4 pyiwle (17.66)
and in R IV:
47mg(_2]1* = ¢ iHwn=he) — omiwntl) — piw/a(_g _ pyiw/e
= g/ [e_i”(x + t)]iw/a = aiw/o‘e”w/a(az + t)iw/a (17.67)
and the combination
Viarw <g,(i1) + e_m“/ag(_zlz*) = 20/“’/0‘(93 + t)i“’/a (17.68)

is again well defined over the whole of Minkowski spacetime. We can thus use this com-
bination as a basis for the modes of the Rindler observer. In fact, it is better to take a
properly normalised combination and define the modes hg) as

1
h(l) — eﬂ'w/2a (1) + 6—7rw/2a (2)* (17.69)
k 2sinh(7rw/a) ( T 9~ )

We find the conjugate mode from a similar calculation. First for k& > 0, combining the
regions in one equation, hence upsetting some people who may prefer more rigour mortis,

(2) —w/a(1)* iw(n—&—{)‘
4
Vianw(g,” +e g )=¢€ 2 v o

= 20/ e/ (g 4 )/ (17.70)

+ e—mu/oae—iw(—n—f) ‘
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Similarly for k < 0 we find

47Tw(g,(€2) + e—mu/ag(llz*) — eiw(n—f)’

+ e—ﬂw/aeiw(n—f) ’
R IV RI

= 2o W/ g/ (g _ f)Tiw/@ (17.71)

So that properly normalised we can define

1
hl(f) = (e
2sinh(rw/a)

mo/2a0(2) | e—m/zagﬂg*) (17.72)

as well over the entire Minkowski-space. We can easily check that the modes h,(cl) and hf)

form an orthonormal set, as log as the modes g,il) and g,(f) form an orthonormal set. For

example we have
(hV Ry = 1
ha 7Tk 2+/sinh (7w, /a) sinh(7ws /a)

% (€WW1/2agl(g? + €—Ww1/2ag£2’zr’ e7rw1/2o¢gl(€? + e—mul/Qag(E]z:)

1

B 2/sinh (7w /a) sinh(rws /o)
1

- 2sinh (7w /a) ¢

em(witws)/2a e*ﬂ(w1+w2)/2a]5(k1 — ko)

mwi/a _ efmul/a] (5(k‘1 _ k.Q) — 5(k1 _ k2) (17.73)

A similar calculation shows that (h{>), ht”) = §(ky — k2) as well and that (h{"), n{>)) = 0.

We now have a third set of modes, also expressed in ferms of Rindler coordinates, but
this time the formula is valid for the entire spacetime by analytical continuation. Again we
can expand the field in these modes:

o(z) = / dk [é,(j)h,(j) + DR 4 6@y +é,§2”h,(f)*] (17.74)

From our Bogoliubov fransformation we know that the annihilation and creation operators
of one set of modes can be written in ferms of the other set of modes. Let us remind
ourselves of this. If we have an expansion in two set of modes

p(x) =Y lafi+alf] =" [bigi + blg;] (17.75)

and the different modes are related by (17.21):

gi = Z (Olijfj + @ij*) (17.76)

J
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and its complex conjugate, then the annihilation and creation operators are related by
(17.28)
a; = (aijbi + Bb})  and = " (Bijbi + o)) (17.77)
A %

Let us rewrite the transformation rules for convenience:

1
h(l) — Tw/20 (1)+ —7tw/2a, (2)*
F 2sinh(mw/«) (6 % T g )
1
h? = (
2sinh(mw/ o)

ey (® | e—m/zagﬂlg*) (17.78)

We see that the indices in (17.76) now run over the discrete values 1 and 2 and over the
continuous k. The only non-zero Bogoliubov parameters can be read off straightforwardly:

11 1 +rw/2a, 22 1 +7w/2a
Okl = - € ; Ol = . €
2sinh(7rw/a) 2sinh(rw/a)
2oL e g L w9
2sinh(7rw/a) 2sinh(rw/a)

This gives the transformation rules for the annihilation operators

~ 1 9

b(l) — a C + 12 é(z)T — +7rw/2a A( ) +e 7rw/2aé( )t

K kk k Br=reo QSinh(ﬂ'w/a)[ _k}

- 1

bé?) _ akk k +Bk kA(—lliT _ [ +7rw/20m( )+ e 7rw/2aé(_1]lq (17.80)

2sinh(7rw/a)

and the creation operators follow from the hermitian conjugate

- 1

b(l)T _ e+7rw/2aé(1)T +e mu/2om( )
b 2sinh(rw/ o) [ F - }

- 1

FT etmw/205Dt | —mw/2a,5(1) (17.81)
F 2sinh(rw/a) [ F - }

Let us look at the modes of the Minkowski observer. The original positive energy
frequency modes are, for k > 0 given by

Fr o e ilwt—ke) _ omiw(t—a) (17.82)

If we look at this in the complex t-x plane than we note that it is analytical, We also see
that if we write t — x = a1 + 10 with a7 and as real we find

f o efiw(quriaz) — ¢ won pwas (17.83)
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and so this analytical function is bounded as long as ay = Im (¢t — ) < 0. Let us now look

at h,(gl). From its definition (17.69) and the fact that we have worked out that for k > 0 it
can be written as (17.65)

h,(cl) x (z —t)"@/* = exp nd In(z —t) (17.84)
&

This function has a branch cut in the complex plane.® Let us again look at the imaginary
part of x —t. Write x — t = —i3. We then have

In(x —t) =In—iff = lne*%ﬂ = —% +1np (17.85)

This function is bounded as long as § = Im (¢t — x) < 0 and is analytical as long as we put
the branch cut in the upper half complex place.

Similarly we find find that the modes hf) are analytic and bounded in the lower half
complex plane and so are the positive energy frequency modes of the inertial observer with
k <O.

This means that we can express the modes h,(gl) and h,(f) in terms of the positive energy
frequency modes fi. In ferms of the Bogoliubov parameters it means that the coefficients
Bi; are zero and that the annihilation operators of the h-modes can be written exclusively
in terms of the annihilation operators of the f-modes, and hence that the annihilation and
creation operators dont get mixed up in this Bogoliubov fransformation.

We thus have immediately that acting with the annihilation operators of the g-modes
on the Minkowski vacuum |0),, we find

eD10),, o ag[0),; =0 for  i=1,2 (17.86)

Let us ask how the Rindler observer experiences the Minkowski vacuum? A Rindler
observer in R I will count particles of momentum k with his number operator ﬁg)(k) =

5,&1)3,(61”. We can now simply use the transformation law (17.81) that expresses the b-
operators in terms of the c-operators and use the fact that the Minkowski vacuum is

SInz = Inre'd = Inr + if has a branch cut as z(r,0 + 27) = z(r,0) but Inz(r,0 + 27) =
In z(r,0) + 27. It is fraditional to put this branch cut on the real axis, # = 0, but we can of course
put it anywhere starting at the origin. The important point being that if we rotate 8 by 27w we cross
the branch cut.
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annihilated by the ¢ operators:

(0125 () 10 = (0] BIBDT0),

_ ; w20 A1)t —mw /20 (1)
~ 2sinh(nw/a) w0l [e G e c_k]

% [e+7rw/2aél(€1) +e—ﬂw/2aé£1]1T:| |0>l\/\
1
_ —nw/a A(1) A(DF
QSinh(ww/a)e mOf ke 10}
_ 1
~ 2sinh(rw/a)

1

e w(018(0) [0 = 5

5(0) (17.87)

The delta function may seem to compromise this result, but it is a consequence of the fact
that we have used single-modes in our computation. The right analysis would have required
us to use wave-packets concentrated around momentum k, but this would complicate
the calculations needlessly. This is an important result, so let us rewrite it, dropping the
inconvenient delta function

1

e (17.88)

(1
(0]t (k) 0} =
The accelerating Rindler observer does not see the Minkowski vacuum as empty but he
sees a whole spectrum of particles with all possible momenta k and the number of particles
he sees with momenta k is given by

1

P(w) x e2rw/a _ q

(17.89)
with w = |k|. This precisely the Planck spectrum of black-body radiation, which for fre-
guency v and temperature T is given by

1

P(v) «
Setting dimensionless units h = kg = 1 and equation w with v we find that the accelerating
Rindler observer travelling through the Minkowski vacuum will see a Planck spectrum with
temperature

o

T=—
2

(17.91)

This is the famous Unruh Effect. The fact that the radiation seen by the Rindler observer
follows Planck’s law (17.89) does, of course, not not necessarily mean that the radiation is



General Relativity 189

effectively thermal. To be thermal one should check that there are no correlations in the
observed particles. This is outside our scope, but it has indeed been checked.

The temperature T' = «/2m is the temperature measured by an observer accelerating
at a constant rate a. From (17.47) we know that this observer moves along a path with
& = 0. Any other path with £ constant feels a constant acceleration & given by

& = ae (17.92)

and this observer should measure thermal radiation of a temperature T' = &/2n. An
alternative way to express this is to say that if an observer at ¢ = & = 0 detects a
temperature 71 = «/2m then an observer at £ = & will see this radiation redshifted fo a
temperature

ae ¢

T, =2 = — T, (17.93)
2T 2

To a naive physicist the Unruh effect is a paradox. Indeed a Minkowski observer sees
a vacuum and more precisely she sees the expectation value of the energy-momentum
tensor (T,,) to be identical to zero. However a Rindler observer sees a whole spectrum
of particles. But if the energy-momentum tensor is zero how can particles be created?
Does this not violate energy conservation? The answer is, of course, that to measure
the particles the Rindler observer needs a detector. And to keep that detector moving at
constant acceleration one needs to put in work. That work provides the energy for the
particles observed by the Rindler observer and energy is conserved, as it should be.

17.3 Hawking Radiation

One can also turn the argument around and consider the situation from the point of view
of an observer in flat spacetime, e.g. an observer very far away from a strong gravitational
field, looking at a detector in that gravitational field. For the external observer that detector
is accelerating and so it needs to use the Rindler vacuum. But the external observer will
use her own Minkowski vacuum and thus will see a thermal radiation at the detfector;
gravitational fields produce thermal radiation. This is the cause of the so-called Hawking
Radiation. A black hole creates a gravitational field and so will cause thermal radiation, also
within the event horizon. Classically such radiation cannot go beyond the event horizon,
but quantum mechanically there is always a non-zero probability that it will tunnel through
it. Thus we should expect black holes fo radiate.

We can make this relation between the accelerated Rindler observer and the horizon
of a black hole more precise. Consider the metric for this observer (17.48), i.e. ds? =
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2 (—dn? 4 d€?). Change variables p = a~ e so that dp = e*¢d¢ and
ds? = —a?p2dn® + dp? (17.94)

Let us now consider the Schwarzschild metric near the Schwarzschild radius rg = 2GM.
Ignoring the angular part

-1 _
ds? = — (1 _ LS) a2+ (1 _ LS) A2~ TS y2 TS g2 (17.95)
'S T T T — TS

Change variables p? = 4rg(r — rg) so that pdp = 2rsdr and the metric becomes
ds? = —L_dt* + dp? (17.96)

The metric of the accelerating Rindler observer is thus of the same form as the meftric
hear the event horizon of a black hole and we would thus expect Unruh radiation near the
horizon of the black hole as well.

It is in fact possible to determine the equation for the temperature of the thermal
radiation up fo a numerical factor, purely on dimensional grounds. Consider the possible
variables we have in the system. We have the mass of the black hole M with dimension
[M] = +1, but this always comes in combination with Newton's constant as GM and has
dimension [GM] = —1. In natural units temperature has units of energy and hence of
mass, [T] = +1. Therefore necessarily* T oc 1/GM. Filling in the numerical factors we
find

he?

Some remarks are in order.

e Hawking radiation is often presented as the creation of virtual pairs of photons near
the event horizon, with one photon staying behind the horizon and one crossing it.
This is not a tenable picture as virtual particles are a purely mathematical construct,
following from our choice to solve the evolution equation in field theory via perturba-
tion theory, and do not exist in reality, let alone that one could go left and the other
could go right.

e As we enter into the event horizon the signs of ggg and g, flip. It looks like the role
of time and distance are interchagned. Strange as the person falling crossing the
event horizon does not feel anything particular.

“We are ignoring the fact that we could also have an arbitrary function of the dimensionless
combination GM Mp with Mp the Planck mass.
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e What is the entropy associated with this Hawking radiation? From thermodynamics
we know that dE = TdS —pDV — udN, which becomes, ignoring volume and particle
number changes becomes dFE = T'd. But E is just the mass of the black holes, so
dM = TdS or dS/dM = 1/T o« GM. Integrating we get S oc GM? oc (M/M,)?,
where we have expressed the entropy in tferms of a dimensionless combination. But
the radius of the horizon is given by Rg = 2GM so we find that S « R?, i.e. the
entropy is proportional to the area of the black hole. This is remarkable as entropy
is an extensive quantity and is expected to be proportional fo a volume and not an
area. This observation has led to the Holographic Principle that states that many
theories in a bulk, can be fully determined by another theory as a boundary.

e If a black hole radiates, it should radiate completely until nothing of it is left, but
pure radiation. This is the origin of the Information Paradox. With the matter falling
intfo the black hole is associated a certain amount of information: e.g. correlation
functions. But if the whole of a black hole evaporates and becomes thermal radiation
that is uncorrelated and hence carries no information, then the initial information is
lost. Another way to look aft this is that in quantum mechanics one assumes that a the
evolution of a wavefunction to the future or in the past is determined by the action
of a unitary operator. But if all black holes, irrespective of what has gone into them,
eventually turn intfo the same state of thermal radiation, then this assumption is not
valid. There are some possible solutions to this paradox though. String theory and
the AdS/CFT correspondence e.g. predict that the thermal radiation is not exactly
thermal but receives corrections that preserve the information.
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